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ABSTRACT

The objective of the speech distortion weighted multichannel Wiener filter (MWF) is to reduce background noise while controlling speech distortion. This can be achieved by means of a trade-off parameter, hence, selecting an optimal trade-off parameter is of crucial importance. Aiming at incorporating knowledge about the resulting speech distortion and noise power, in this paper we propose to compute the trade-off parameter as the point of maximum curvature of the parametric plot of noise power versus speech distortion. To determine a narrowband trade-off parameter, an analytical expression is derived for computing the point of maximum curvature, whereas to determine a broadband parameter an optimization routine is used. The speech distortion and noise power terms can also be weighted in advance, e.g., based on perceptually motivated criteria. Experimental results show that using the proposed method instead of the MWF improves the intelligibility weighted SNR without significantly degrading the speech distortion.
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1. INTRODUCTION

In many speech communication applications such as teleconferencing applications, hearing aids, and voice-controlled systems, the microphone signals are often corrupted by additive background noise, which can significantly impair speech intelligibility. To tackle this problem several multichannel noise reduction techniques have been investigated, which exploit both spatial and spectro-temporal information to reduce the background noise while limiting speech distortion [1, 2, 3, 4, 5]. A commonly used noise reduction technique is multichannel Wiener filtering (MWF) which minimizes the mean-square error between the output signal and the speech component in one of the microphones [6, 7]. The error typically consists of a noise power term and a speech distortion term. While the MWF assigns equal importance to both terms, the speech distortion weighted MWF (MWF$_{SDW}$) incorporates a trade-off parameter which provides a trade-off between noise reduction and speech distortion [1, 2]. Due to the arising trade-off, the choice of this parameter in the MWF$_{SDW}$ is of crucial importance. Typically a fixed trade-off parameter, empirically selected, has been used which can be advantageous in preventing the filter coefficients from changing excessively, hence avoiding spectral peaks that might be perceived as musical noise. However, using a fixed parameter can be suboptimal since it does not reflect the typically changing speech and noise powers in different time-frequency bins [8, 9, 10, 11]. Hence, in [8, 9, 10] it has been proposed to use a soft voice activity detector [12] to weight the speech distortion term by the probability that speech is present and the noise power term by the probability that speech is absent. This principle has been further extended in [11] where an empirical strategy for the selection of a narrowband trade-off parameter has been proposed based on the instantaneous masking threshold [13].

In this paper a systematic method for selecting a narrowband trade-off parameter as well as a broadband one is established. Aiming at incorporating knowledge about the resulting speech distortion and noise power, it is proposed to use the parameter that yields small and approximately equal relative changes in both quantities. Mathematically this parameter is defined as the point of maximum curvature of the parametric plot of noise power versus speech distortion. Furthermore, the speech distortion and noise power terms can be weighted in advance, based on what is more important to the speech communication application under consideration or based on perceptually motivated criteria. An analytical expression in terms of the signal-to-noise ratio (SNR) is derived for the narrowband trade-off parameter, whereas an optimization routine needs to be used to compute the broadband trade-off parameter. The narrowband trade-off parameters in [8, 11] can then be derived within the proposed method by selecting appropriate weighting functions.

2. CONFIGURATION AND NOTATION

Consider an $M$-channel acoustic system, where the $m$-th microphone signal $Y_m(k, l)$ at frequency index $k$ and time index $l$ consists of a speech component $X_m(k, l)$ and a noise component $V_m(k, l)$, i.e., $Y_m(k, l) = X_m(k, l) + V_m(k, l)$. For the sake of readability the time index $l$ will be omitted in the remainder of this paper, except where explicitly required. In vector notation, the $M$-dimensional vector $y(k)$ of the received microphone signals can be written as

$$ y(k) = x(k) + v(k) $$

(1)

with $y(k) = [Y_1(k) \ldots Y_M(k)]^T$, and the speech and noise vectors $x(k)$ and $v(k)$ similarly defined. Defining the vector of filter coefficients $w(k)$ similarly as $y(k)$, the output signal $z(k)$ is given by

$$ z(k) = w^H(k)y(k) = w^H(k)x(k) + w^H(k)v(k) $$

(2)

The MWF aims at noise reduction by minimizing the mean-square error between the output signal and the received speech component in the $m$-th microphone, i.e., reference microphone. In the MWF$_{SDW}$ a trade-off parameter $\mu(k)$ has been incorporated, which allows to
trade-off between noise reduction and speech distortion [1, 2]. Assuming that the speech and noise components are uncorrelated, the MWFSDW cost function can be written as

$$
\min_{w(k)} \mathcal{E}\{|w^H(k)x(k) - e_m^T x(k)|^2 + \mu(k) \mathcal{E}\{|w^H(k)v(k)|^2\}\}
$$

with $\mathcal{E}$ the expected value operator, $e_m$ the $M$-dimensional selector vector, i.e., a vector of which the $m$-th element is equal to 1 and all other elements are equal to 0, $\psi_x(k)$ the speech distortion, and $\psi_v(k)$ the noise power. The filter minimizing the cost function in (3) is given by

$$
w(k) = [R_x(k) + \mu(k)R_v(k)]^{-1} R_x(k)e_m,
$$

with $R_x(k)$ and $R_v(k)$ being the speech and noise correlation matrices respectively, defined as

$$
R_x(k) = \mathcal{E}\{x(k)x^H(k)\} = P_s(k)a(k)a^H(k),
$$

$$
R_v(k) = \mathcal{E}\{v(k)v^H(k)\},
$$

where $P_s(k) = \mathcal{E}\{|S(k)|^2\}$ is the power spectral density of the speech source and $a(k) = [A_1(k) \ldots A_M(k)]^T$ is the vector of the acoustic transfer functions (ATFs). The MWF in (4) can be decomposed into a Minimum Variance Distortionless Response Beamformer (MVDR) $\psi_{MVDR}(k)$ and a single channel Wiener postfilter $G(k)$ applied to the MVDR output [14], i.e.,

$$
w(k) = A_m^*(k) \frac{R_x^{-1}(k)a(k)}{a^H(k)R_v^{-1}(k)a(k)} \frac{\rho(k)}{\psi_{MVDR}(k) + \frac{\mu(k) + \rho(k)}{G(k)}}
$$

with $\rho(k)$ being the SNR at the output of the MVDR beamformer, i.e.,

$$
\rho(k) = P_s(k)a^H(k)R_v^{-1}(k)a(k)
$$

Using $\mu(k) = 0$ in (7), the MWFSDW yields the MVDR beamformer, which reduces the noise while keeping the speech component in the reference microphone undistorted, i.e., $w_{MVDR}(k) = A_m(k)$. Using $\mu(k) \neq 0$, the residual noise at the output of the MVDR beamformer can be further suppressed at the cost of introducing speech distortion. Using $\mu(k) = 1$, the MWFSDW results in the MWF which assigns equal importance to the speech distortion and noise power terms. If $\mu(k) > 1$, the noise power is reduced further in comparison to the MWF at the expense of increased speech distortion. On the contrary, if $\mu(k) < 1$ speech distortion is reduced further at the expense of increased noise power. Hence the selection of the trade-off parameter in the MWFSDW is of crucial importance.

3. SELECTION OF THE TRADE-OFF PARAMETER

In the following, the L-curve method used for the automatic selection of the regularization parameter in least squares problems [15, 16] is adapted to select a trade-off parameter in the MWFSDW.

3.1. Narrowband trade-off parameter

Applying the filter $w(k)$ from (7) and using the definition of $R_x(k)$ in (5), the speech distortion $\psi_x(k)$ can be expressed as

$$
\psi_x(k) = P_s(k)|A_m(k)|^2 \frac{\mu^2(k)}{[\mu(k) + \rho(k)]^2}
$$

Furthermore, the noise power can be expressed as

$$
\psi_v(k) = P_s(k)|A_m(k)|^2 \frac{\rho(k)}{[\mu(k) + \rho(k)]^2}
$$

Clearly it is desirable to use a trade-off parameter $\mu(k)$ that yields no speech distortion and no noise power, i.e., perfect noise reduction. However, given the inversely proportional relationship between $\psi_x(k)$ and $\psi_v(k)$, this is not achievable. Fig. 1a depicts a typical parametric plot of $\psi_v(k)$ versus $\psi_x(k)$ for 50 trade-off parameters linearly spaced between $10^{-4}$ and 5, with the marked points showing the exact value of $\mu(k)$ at the given positions. Due to the arising trade-off between $\psi_v(k)$ and $\psi_x(k)$, this parametric plot has an L-shape, with the corner (i.e., point of maximum curvature) located where the filter $w(k)$ changes in nature from being dominated by large noise power to being dominated by large speech distortion. At the point of maximum curvature, i.e., $\mu(k) \approx 0.5$ in the depicted example, speech distortion and noise power are simultaneously minimized. Hence we propose to select the trade-off parameter $\mu(k)$ as the point of maximum curvature of the parametric plot of $\psi_v(k)$ versus $\psi_x(k)$.

Using such a parameter inherently implies that maintaining a low speech distortion and a high noise reduction performance is equally valuable to the speech communication system. However, in certain systems speech intelligibility is of central importance, hence one could allow for a higher noise reduction performance at the cost of increased speech distortion. In communication systems where speech quality is of central importance, noise reduction could be sacrificed to maintain a lower speech distortion. Furthermore, the importance of maintaining a low speech distortion or a high noise reduction performance also varies between different frequency bands, e.g. based on auditory masking properties. To account for these differences, we propose introducing a weighting function to the speech distortion and noise power terms, i.e.,

$$
\psi_{\alpha\psi}(k) = \alpha(k)\psi_x(k) \quad \text{and} \quad \psi_{\beta\psi}(k) = \beta(k)\psi_v(k),
$$

with $\alpha(k)$ and $\beta(k)$ being the speech distortion and noise power weighting functions, defined e.g. based on psychoacoustically motivated measures such as average masking threshold [13] or speech intelligibility weighting [17] (cf. Section 4). Introducing a weighting function changes the point of maximum curvature. Fig. 1b depicts the parametric plot of $\psi_{\beta\psi}(k)$ versus $\psi_{\alpha\psi}(k)$ when the speech distortion term is weighted more, i.e., $\alpha(k) = 2$, $\beta(k) = 1$, and when the noise power is weighted more, i.e., $\alpha(k) = 1$, $\beta(k) = 2$. As it can be seen, putting more emphasis on the speech distortion term yields a lower trade-off parameter, i.e., the point of maximum curvature is $\mu(k) = 0.1$. On the other hand putting more emphasis on the noise power yields a higher trade-off parameter, i.e., $\mu(k) = 2$. The location of these points is also marked in the original plot in Fig. 1a.

![Fig. 1: Typical parametric plot of (a) noise power versus speech distortion and (b) (weighted) noise power versus (weighted) speech distortion](image_url)
showing how weighting the speech distortion or noise power more changes the resulting trade-off in comparison to when no weights are applied.

The curvature \( \kappa(k) \) of the parametric plot of \( \psi_{\beta
u}(k) \) versus \( \psi_{\alpha\kappa}(k) \) is defined as [18]

\[
\kappa(k) = \frac{\psi'_{\alpha\kappa}(k)\psi''_{\beta
u}(k) - \psi'_{\beta
u}(k)\psi''_{\alpha\kappa}(k)}{\{\psi_{\alpha\kappa}(k)\}^2 + \{\psi_{\beta
u}(k)\}^2} \quad (12),
\]

where \( \{\cdot\}' \) and \( \{\cdot\}'' \) denote the first and second derivative with respect to \( \mu(k) \) respectively. The computation of the derivatives yields

\[
\psi'_{\alpha\kappa}(k) = 2\alpha(k)P_s(k)|A_o(k)|^2 \frac{\mu(k)\rho(k)}{[\mu(k) + \rho(k)]^3};
\]

\[
\psi'_{\beta
u}(k) = 2\beta(k)P_s(k)|A_o(k)|^2 \frac{\rho(k)[-2\mu(k) + \rho(k)]}{[\mu(k) + \rho(k)]^4};
\]

\[
\psi''_{\beta
u}(k) = -2\beta(k)P_s(k)|A_o(k)|^2 \frac{\rho(k)}{[\mu(k) + \rho(k)]^3};
\]

\[
\psi''_{\alpha\kappa}(k) = 6\beta(k)P_s(k)|A_o(k)|^2 \frac{\rho(k)}{[\mu(k) + \rho(k)]^3}.
\]

Substituting (13) to (16) in (12), the expression for the curvature can be simplified to

\[
\kappa(k) = \frac{\alpha(k)\beta(k)[\mu(k) + \rho(k)]^3}{2P_s(k)|A_o(k)|^2 \rho(k)[\alpha^2(k)\mu^2(k) + \beta^2(k)]^2}. \quad (17)
\]

To compute the optimal trade-off parameter \( \mu(k) \), the curvature in (17) is maximized by setting its derivative to 0, i.e.,

\[
\kappa'(k) = \frac{3\alpha(k)\beta(k)[\mu(k) + \rho(k)]^2[\beta^2(k) - \alpha^2(k)\mu(k)\rho(k)]}{2P_s(k)|A_o(k)|^2 \rho(k)[\alpha^2(k)\mu^2(k) + \beta^2(k)]^2} = 0
\]

\[
\Rightarrow \beta^2(k) - \alpha^2(k)\mu(k)\rho(k) = 0. \quad (18)
\]

The solution to (18) yields

\[
\mu_\alpha(k) = \frac{\beta^2(k)}{\alpha^2(k)\rho(k)} \quad (19)
\]

It should be noted that \( \mu_\alpha(k) \) only depends on the weighting functions \( \alpha(k) \), \( \beta(k) \), and on the SNR at the output of the MVDR beamformer \( \rho(k) \). The SNR can be estimated using e.g. the decision-directed approach in [19] or the cepstro-temporal smoothing-based estimator in [20].

Fig. 2 depicts the postfilter gain \( G(k) \) for different choices of the trade-off parameter as the SNR varies from -20 dB to 20 dB. For SNRs lower than 0 dB, using the proposed trade-off parameter when no weights are applied, i.e., \( \alpha(k) = 1, \beta(k) = 1 \), yields a more aggressive gain function than the MWF, i.e., a higher noise reduction performance as well as a higher speech distortion. For SNRs greater than 0 dB the proposed method yields a less aggressive gain function than the MWF, i.e., a lower noise reduction performance as well as lower speech distortion. Weighting the speech distortion term more, i.e., \( \alpha(k) = 2, \beta(k) = 1 \), or the noise power term more, i.e., \( \alpha(k) = 1, \beta(k) = 2 \), shifts the gain function to the left or right respectively.

### 3.2. Broadband trade-off parameter

Using the narrowband parameter in (19) is advantageous in order to account for the SNR differences in different frequency bands.

### 4. EXPERIMENTAL RESULTS

In this section the performance when using the MWF, i.e., \( \mu = 1 \), is compared to the performance when using the proposed method for the selection of the trade-off parameter in the MWF_{3DBW}.

#### 4.1. Trade-off parameters

Within the proposed method, the following 3 alternative choices of the narrowband trade-off parameter are evaluated:

i) no weights are applied to the speech distortion and noise power terms, i.e., \( \mu_N = 1/\rho(k,l) \),

ii) the speech distortion term is weighted more, i.e., \( \mu_{N,SD} = 1/\alpha^2(k)\rho(k,l) \) with \( \alpha(k) \geq 1 \),

iii) the noise power term is weighted more, i.e., \( \mu_{N,NP} = \beta^2(k)/\rho(k,l) \) with \( \beta(k) \geq 1 \),

with \( \alpha(k) \) and \( \beta(k) \) determined using the following simple approach based on the speech intelligibility index [17]. In [17] each frequency bin is assigned an intelligibility index to reflect how much a performance improvement in that bin contributes to the overall speech intelligibility improvement. In this work the intelligibility indices are scaled between 1 and 10, which are lower and upper bounds selected such that the trade-off parameter stays within reasonable values. By setting \( \alpha(k) \) and \( \beta(k) \) to the scaled intelligibility indexes, speech distortion or noise power are weighted more in frequency bins with
components were generated using measured room impulse responses. We have considered a scenario with 4.2. Setup and performance measures

a theoretically diffuse noise correlation matrix. The signals were ing knowledge of the direction-of-arrival of the speech source and ficients have been computed using anechoic steering vectors assum-

− from f processed at a sampling frequency. In order to avoid temporal

errors in the SNR estimation at low input SNRs.

In order to evaluate the performance when using the proposed method to select a broadband trade-off parameter, Fig. 3b and 4b depict the ΔSNRı and the SDı for µ = 1 and for the different choices of the broadband parameter. Similarly as for the narrowband comparisons, using µı yields a higher ΔSNRı than µ = 1 at the cost of increased speech distortion. When more emphasis is put on the speech distortion term, i.e., using µıSD, the noise reduction performance and the speech distortion are slightly decreased in comparison to using µ = 1. On the other hand, when the noise power term is weighted more, i.e., using µıNP, the noise reduction performance is increased at the cost of increased speech distortion. Finally, comparing the performance of the narrowband and broadband parameters, it can be said that using a narrowband trade-off parameter is more advantageous since it typically yields a higher noise reduction performance (cf. Fig. 4a and 4b). However, subjective listening tests are necessary in order to establish whether these differences are significant.

4.3. Results

Fig. 3a and 4a depict the ΔSNRı and the SDı values for µ = 1 and for the different choices of the narrowband parameter. It is shown that using µı results in a systematic improvement of 1 dB or higher in intelligibility weighted SNR in comparison to using µ = 1. For high input SNRs, this improvement causes no additional speech distortion as can be seen in Fig. 4a. However, for low input SNRs using µıSD causes a higher speech distortion than µ = 1 since the applied gain function is more aggressive. Furthermore, putting more emphasis on the speech distortion term, i.e., using µıSD, results in a significantly higher improvement in intelligibility weighted SNR at the cost of increased speech distortion. At low input SNRs however, ΔSNRı using µıSD is not higher than when using µı, which we believe occurs due to errors in the SNR estimation at low input SNRs.

In this paper it has been proposed to select the trade-off parameter in the MWFSD as the one that maximizes the curvature of the parametric plot of noise power versus speech distortion. The speech distortion and the noise power terms can be weighted in advance, e.g. based on perceptually motivated criteria. Experimental results have shown that in comparison to the MWF, using the proposed trade-off parameter improves the intelligibility weighted SNR without significantly affecting the speech distortion at positive SNRs.
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