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Abstract

Machine learning (ML) based software systems are increasingly being used in several
application domains affecting our daily lives substantially. In many of those domains,
ML software has shown exceptional performances, however, has also shown catastrophic
failures. This raises concerns about applying such software to critical application areas
and therefore, it is necessary to test whether ML software conforms to specific properties
before deploying them for a specific application.

In this thesis, we present testing approaches considering the entire pipeline of the ML
software systems. To this end, we first consider testing the learning algorithms and then
the models which are generated after the learning phase. For testing the learning algo-
rithms part, first of all, we gave a specific property of the ML algorithms, termed as
balanced data usage. We formally defined this and then presented a metamorphic test-
ing approach to test the property. This approach is further implemented in a testing
tool which we evaluated on diverse ML algorithms taken from prominent ML libraries.
Surprisingly, we found a large number of ML algorithms do not conform to this property.

Depending on the domain of the application, the ML models (i.e., the ML software
systems) must guarantee certain properties such as fairness, monotonicity, security, and
so on. To this end, in the last few years, there has been a plethora of work being done
proposing verification and validation approaches for checking specific properties on ML
models. These approaches either consider a specific type of ML model, for instance, deep
neural networks or check a specific property such as robustness or fairness. However, there
might be cases when the ML model is completely black-box to us, i.e., we do not have any
knowledge about it. We might furthermore require that the ML model conforms to differ-
ent kinds of properties. Considering these two cases, we developed a testing approach that
allows black-box testing of ML models and contains a specification framework that allows
the testers to specify the properties of their choices. Thus, our approach is independent of
the ML models and their properties. We termed this as property-driven testing approach.

We implemented the property-driven testing approach in a tool and evaluated it in
testing diverse properties on different types of ML models. The results of the evaluations
have shown that MLcheck could outperform even the tools specifically designed for a
specific property. Furthermore, it was able to outperform all the existing black-box testing
approaches in finding out violations of the corresponding properties.





Zusammenfassung

Auf maschinellem Lernen (ML) basierende Softwaresysteme werden zunehmend in ver-
schiedenen Anwendungsbereichen eingesetzt, die unser tägliches Leben wesentlich beein-
flussen. In vielen dieser Bereiche hat ML-Software außergewöhnliche Leistungen gezeigt,
aber auch katastrophale Ausfälle verursacht. Daher ist es notwendig zu testen, ob eine
ML-Software den spezifischen Anforderungen entspricht, bevor sie für eine bestimmte An-
wendung eingesetzt wird.

In dieser Arbeit werden Testansätze vorgestellt, welche die gesamte Pipeline von ML
Software Systemen berücksichtigen. Zuerst wird das Testen von ML Algorithmen betra-
chtet, gefolgt vom Testen der ML Modelle, die im Wesentlichen als ML Software Systeme
verwendet werden. Zu diesem Zweck wurde zunächst eine spezifische Anforderung an die
ML Algorithmen formuliert, die als balanced data usage bezeichnet wird. Diese Eigen-
schaft wurde formal definiert und dann wurde ein metamorpher Testansatz vorgestellt,
um sie zu testen. Auf der Grundlage dieses Testansatzes wurde TiLe entwickelt und
mit verschiedenen ML-Algorithmen aus mehreren bekannten ML-Bibliotheken evaluiert.
Überraschenderweise wurde festgestellt, dass mehrere ML-Algorithmen diese Anforderung
nicht erfüllen.

Je nach Anwendungsbereich müssen die ML Modelle (d. h. die ML Software sys-
teme) bestimmte Eigenschaften wie Fairness, Monotonie, Sicherheit usw. garantieren.
Zu diesem Zweck wurde in den letzten Jahren eine Fülle von Arbeiten durchgeführt, in
denen Verifikations- und Validierungsansätze zur Überprüfung bestimmter Eigenschaften
von ML Modellen vorgeschlagen wurden. Diese Ansätze berücksichtigen entweder einen
bestimmten Typ von ML Modellen, z. B. Deep Neural Networks, oder prüfen eine bes-
timmte Eigenschaft wie Robustheit oder Fairness. Es kann jedoch auch Fälle geben, in
denen die ML Modelle eine vollständige black-box sind, d. h., dass keine Informationen
über sie bekannt sind. Außerdem könnte verlangt werden, dass die ML Modelle ver-
schiedene Arten von Anforderungen erfüllen. Unter Berücksichtigung dieser beiden Fälle
wurde ein Testansatz entwickelt, der Black-Box-Tests von ML Modellen ermöglicht und
einen Spezifikationsrahmen enthält, der es den Testern ermöglicht, die Eigenschaften ihrer
Auswahl zu spezifizieren. Somit ist der Ansatz unabhängig von den ML Modellen und
ihren Eigenschaften. Dies wird als eigenschaftsgesteuerter Testansatz bezeichnet.

Der eigenschaftsgesteuerte Testansatz wurde in einen Tool namens MLcheck imple-
mentiert und beim Testen verschiedener Eigenschaften für unterschiedliche Arten von ML
Modellen evaluiert. Die Ergebnisse der Evaluierungen haben gezeigt, dass MLcheck sogar
die speziell für eine bestimmte Eigenschaft entwickelten Tools übertreffen konnte. Darüber
hinaus war es in der Lage, alle bestehenden Black-Box-Testansätze beim Auffinden von
Verstoßen der entsprechenden Eigenschaften zu übertreffen.
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1 Introduction

In recent years, there have been increased advancements in the field of machine learning
(ML). This enabled us to develop high performing ML-based software systems which
are now effectively replacing humans in decision-making process. For instance, from
autonomous cars [MWYY20] to loan granting software [GPKB20] and even in medical
diagnosis and prognosis [SGSG19], software systems are controlling every aspect of our
lives. Furthermore, in the USA the justice system uses ML software to decide who
goes to jail and who is to be set free [VDO+19]. Due to such critical nature of the
application areas, the need for the ML software systems to be working as expected is
crucial.

This has prompted the stakeholders to mandate the assurance of the quality of
ML-based software systems. Thanks to some quality research done by the researchers
to this end, we can find a plethora of works [ALN+19, ZHML22, ZWS+20, BSS+19,
ZVGG17] aims to ensure that such software meets the desired requirements. These
works can be broadly classified into two major categories, (a) developing ML software
by taking into account the desired requirements [ZVGG17, CKP09], and (b) verifying
or testing the software after being developed [BSS+19, ZWS+20]. The research shows
that the software which by design is ensured to guarantee a desired requirement, often
does not perform as expected and the undesirable behaviour still persists [GBM17].
Therefore, verifying or testing the ML software is still required to perform to check for
failures. Although a large body of works considers verification as a means to achieve
a provable guarantee that the software conforms to the given set of requirements, it
often does not scale to ML-based software systems because of high dimensional input
space. Most importantly, verification requires access to the internals of the given
software which might not be available in some cases. Therefore, in this dissertation,
we primarily develop testing techniques to validate the ML-based software systems
(without considering its internals) for finding out potential undesirable behaviours in
its different phases.

Testing of ML-based software systems is an active research area and there exist a
number of research works to this end. However, there are specific issues that are not
addressed in the related works. In this Chapter, we start by briefly stating the research
gaps as the motivation behind this dissertation and the problem at hand (Section 1.1).
Then we describe the contributions and give the outline of this thesis in Section 1.2.
Finally, we give the publications corresponding to the thesis in Section 1.3.

1.1 Motivation and Problem Statement

Motivation. Unlike traditional software, ML-based software systems are not developed
by writing programs, rather the functionality of the software, i.e., what it is supposed
to do, is learned. Therefore, the core of an ML-based software system is a machine
learning model which is generated by training a machine learning (ML) algorithm on
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1 Introduction

a set of data instances (a set of vectors with fixed sizes). Essentially, a supervised1

ML algorithm ‘learns’ the behaviour as a sort of generalization from a set of training
data instances using statistical methods, thereby generating an ML model (or in short
model). This model is then used as a decision-making software in several applications.

The emergence of the machine learning model as a decision-making software system
has found its way into various critical application areas [DMBT17, McK20, YBK18,
LBM+18, DHB20]. ML models are now being used in autonomous cars, replacing
humans completely. For example, what started as a research project by Google back
in 2009 of building self-driving cars, is now becoming a reality by Waymo2. They have
already started commercializing autonomous cars in Phoenix and California in the
USA. In hospitals, doctors are using ML software for early detection, prediction, and
even diagnosis of several chronic diseases [YBK18]. What was seemingly impossible to
understand like dementia, Alzheimer, and other brain-related diseases, a conjunction
of ML models and medical research are on the verge of even curing those [NZK+20].
When someone applies for a loan in the bank, nowadays the application is granted
or rejected based on the decision given by an ML-based software 3. In some of the
states in the USA, an ML-based decision support system–Correctional Offender Man-
agement Profiling for Alternative Sanctions (COMPAS)–is used in the judiciary system
to determine the likelihood of a criminal doing a crime again and thereby deciding the
sentencing of the offender [SCDG]. Unknowingly, we are led by ML-based software in
what to buy (online shopping websites), which movies to watch, or where to go for
vacations.

Although such ML software systems have shown to be performing astonishingly well
in such areas, they are prone to undesirable behaviours which in some cases led to
catastrophic failures. For example, in 2018 the e-commerce company Amazon.com
found out that the machine learning algorithm it was using for recruiting employees,
was biased as it was favoring the men [Das] in giving recruitment decisions. In the
same year, within a span of a few months, an autonomous car from Uber fatally injured
and killed a woman in Arizona [AAH], because the underlying ML model mistook
the woman for something else. In another case, an ML model for predicting cancer
treatment approaches, developed by IBM was recommending wrong treatments [Che].
Although these incidents4 are isolated but they have one thing in common, failing of
the ML software systems to function correctly.

Research gap. As the usage of the ML models in developing decision-making software
is growing, the research in an effort to ensure the quality of the models is also increasing.
Currently, there are two orthogonal approaches to achieve this goal: (a) designing
an ML algorithm to generate an ML model which is guaranteed to satisfy a specific
requirement, (b) verifying or testing the requirements of the ML model. Both of these
approaches have their limitations and they do not encompass all the aspects of checking
a machine learning paradigm. For instance, on the one hand, the first approach to
designing ML algorithms is limited to a handful of requirements like fairness, and
robustness. Moreover, some recent works suggest that these ML algorithms might
actually not ensure generating ML models guaranteeing the corresponding requirement

1In this work, we only consider supervised learning, hence for the rest of the dissertation we will
simply use ‘ML algorithm’.

2https://waymo.com/
3https://sdk.finance/machine-learning-deep-learning-forecasting-for-banking-industry/
4see https://incidentdatabase.ai/summaries/incidents for more such incidents
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1.1 Motivation and Problem Statement

(see [GBM17, ALN+19]). On the other hand, approach (b) is possible to use only
when either a validation (verification or testing) technique exists to be applied on a
specific type (e.g. neural network, random forest, etc.) of ML model [PLS20, TN20],
or can only be used to check a specific property [ALN+19, XLLL23]. Moreover, the
verification technique cannot be applied to a model when it is a black-box to us, i.e.,
we do not have any knowledge about the internals of the given model to check. So
to summarize the problem, the existing verification and testing techniques are either
restricted to a specific type of ML model or to a single property. This brings us to a
question about the research gap,

What if someone wants to check different properties without having
the knowledge of the internals of an ML model?

A machine learning algorithm in its learning phase uses the training data to gen-
eralize from it in order to generate a predictive function or the ML model. There
are specific requirements on the ML models that are defined in the related works and
there are validation techniques for checking such requirements. Furthermore, there are
techniques to develop a requirement-guaranteed learning algorithm that by design can
ensure the requirement to a certain extent. However, this will not necessarily guar-
antee learning from the training data as ‘expected’. Thus, in both of these cases, we
can not draw any conclusion on the learning phase of an ML algorithm. In fact, it
is essentially unclear what the correct outcome of the learning phase is, i.e., unclear
what it means to learn what is in the training data. There are some works focusing on
identifying the implementation bugs in the ML algorithms (see [PLQT19, DAS+18].
However, none of these works define the expected outcome by the ML algorithms or
give validation techniques to check the outcome of the learning phase. So we ask the
following question:

How to define the requirement of the learning phase and check it?

Our solution. In this thesis, we focus on checking different phases of the machine
learning paradigm. More specifically, we look at the learning phase of the ML algorithm
in generating models and the prediction phase of the ML models as the predictive
software. Since validating the requirements of the ML models only is not sufficient,
we, therefore, also look at the learning phase. By validating, we mean testing the
requirements of the machine learning paradigm. To this end, first of all, we define
a concept called ‘balancedness’, describing what it means to be ‘learning from the
data’, and subsequently give a testing mechanism to check it. Next, we give a testing
technique that can be applied to check arbitrary types of non-stochastic requirements
on the arbitrary types of machine learning models. This approach allows the testers
to specify the requirement of interest and then a targeted test generation technique is
performed to find out the violation of the given requirement.

We use testing instead of verification as a means of checking the requirements.
There are two main reasons for this. First, there exist many different types of ML
algorithms and the models, such as naive Bayes, random forests, logistic regression, etc.
Therefore, to verify each of them, a separate verification technique is required. Second,
these techniques might also differ based on the type of properties being considered for
checking. The aim of our thesis is to develop validation mechanisms that could be
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1 Introduction

used for any type of ML algorithm or model. Thus, to achieve this goal we do not
consider developing verification techniques, rather we develop two testing techniques
which consider the algorithms and the models as black-box. In other words, the testing
techniques we develop assume to have no knowledge of the given algorithms and the
models to check.

1.2 Contributions and Structure of Thesis
After describing the necessary background on machine learning along with the relevant
testing approaches and some related works in Chapter 2, the contributions of this thesis
can be structured as follows:

Chapter 3 First, we give our approach of logically encoding two machine learning
models, decision trees, and neural networks. This is required for the testing
approaches that we describe in the subsequent chapters. More specifically, as
part of the testing approach proposed for ML algorithms (in Chapter 4), we
require the logical encoding of the decision tree model. Moreover, the testing
approach proposed for ML models (in Chapter 5) also requires the encoding
of decision trees and neural networks models. Apart from the encoding of the
models, we also describe the approach for checking requirements on the logically
encoded models. Thus, Chapter 3 gives a much required foundations of the
testing approaches we propose later on.

Chapter 4 We present a testing approach to test the machine learning algorithms in
Chapter 4. For this, we first define a property called balanced data usage, which
formalizes a way to conceptualize the correct outcome of the learning phase.
Then we propose a metamorphic testing approach [CKL+18] to test the prop-
erty. Subsequently, we validate the property on several popular machine learning
libraries such as scikit-learn, WEKA, XGBoost, LightGBM, and CatBoost.

Chapter 5 As mentioned earlier, we aim to develop a testing mechanism for ML models
which is model agnostic, i.e., applicable to any type of model. To achieve this,
we propose verification-based testing which is based on the idea of learning-based
testing [AMM+18]. In this approach, an ML model is learned to approximate the
functional behaviour of the model under test. Thereafter, a verification technique
is applied to the learned model to analyze the given requirement on it. We
describe in detail about this testing approach in Chapter 5.

Chapter 6 Next, we take the verification-based testing approach one step further. We
develop a property specification mechanism on top of it to develop what we call
a property-driven testing technique. This then allows the tester to specify any
property in the pre- and post-condition format. Based on the specification, the
underlying verification-based testing technique then uses the property to generate
test cases in order to find a violation of the specified property. In Chapter 6 we
define the syntax and semantics of the specification language and furthermore
describe how we incorporate it to develop the property-driven testing approach.

Chapter 7 In Chapter 7, we give the evaluation results of our property-driven testing
tool while applying it to validate diverse properties on the different types of ML
models. While doing so, we also compare the performance of our tool with several
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1.3 Publications

state of the art testing approaches and report the results. Moreover, we perform
several experiments to argue about several design approaches that we have taken
in developing this tool.

Chapter 8 At the end, we summarize the works done in this thesis and end it with
some possible future works in Chapter 8.

Furthermore, the technical details of the tools we presented in this thesis are de-
scribed in Appendix A. It also includes the links to all the artifacts developed as part
of this thesis.

1.3 Publications
The work presented in Chapter 4 on testing of machine learning algorithms for bal-
ancedness was published in IEEE International Conference on Software Testing, Veri-
fication and Validation (ICST) in 2019 [SW19].

The concept of verification-based testing presented in Chapter 5 was published in
ACM SIGSOFT International Symposium on Software Testing and Analysis (ISSTA)
in 2020 [SW20b]. Apart from presenting the testing technique, in this paper, we also
used it to test the monotonicity property of the ML models.

In Chapter 6 we extend the idea of verification-based testing to develop the property-
driven testing mechanism. We employed this testing approach for testing several types
of fairness properties. This work was published in IFIP International Conference
on Testing Software and Systems (ICTSS) in 2020 [SW20a]. Later we extended the
specification language and applied our testing mechanism to test a security property
and the concept relationships on specific types of ML models. This work was published
in IEEE International Conference on Machine Learning and Applications (ICMLA) in
2021 and detailed in Chapter 7.

We furthermore validated diverse numerical properties on a specific type of ML
model, namely the regression model by appropriately extending our approach. This
work was published in ACM SIGSOFT International Conference on Formal Methods
in Software Engineering (FormaliSE) in 2022.
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2 Background

In this thesis, we focus on testing machine learning (ML) algorithms and learned
models. Therefore, first of all, we start by giving a brief description of the necessary
background in machine learning. More specifically, we explain the typical workflow
of ML and some classification and regression algorithms that form the basis for the
work of this thesis. Furthermore, we mention some application areas of ML and the
properties of interest in such areas.

As mentioned before, we use testing as a means to validate several properties on the
ML algorithms and models. So that the reader can comprehend the idea of software
testing, we briefly describe the typical testing approach and later explain how some
specific approaches are particularly useful in the context of ML testing. Finally, we
end this chapter by describing some of the existing works, the research gap, and how
our work address this gap in this thesis. As a quick outlook of this chapter, we focus
on the following three aspects:

1. typical workflow of machine learning with necessary formalization, including a
brief description of some algorithms (Section 2.1)

2. some traditional software testing approaches, primarily focus on the approaches
we use in this work (Section 2.2)

3. related work of some specific ML testing approaches (Section 2.3)

2.1 Machine Learning Fundamentals
We start by introducing some basic terminologies in machine learning and then briefly
describe some specific learning algorithms.

A supervised machine learning algorithm essentially has two main steps. First of all,
in the learning phase, the learning algorithm generalises from a set of data instances
called training data to generate a predictive function. This function is called the ML
model or in short model. Next, this model is used in the prediction phase as a decision-
making software to predict or classify classes for unknown data instances. Essentially,
there exist two broad categories of learning algorithms depending on the nature of the
class values: classification and regression. While the classification algorithm learns
to classify integer values as the class values, regression learns to predict1 real-valued
numbers. Moreover, depending on the number of classes, i.e., whether a single class
or a set of classes is predicted, the learning algorithm can be further categorized into
single-label and multi-label learning approaches. Below we give a formalism, which
caters to all these types of learning strategies.

Formally, the ML algorithm learns a predictive function or model as follows:

M : X1 × . . .×Xn → Y1 × . . .× Ym

1We use the term ‘predict’ for both classification and regression and ‘classify’ for only classification
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where Xi is the value set of the feature i (also called attribute i) and 1 ≤ i ≤ n,
Yj is the class for the jth label and 1 ≤ j ≤ m. Depending on the type of feature
values we can divide the features into three broad categories: categorical, numerical,
and text features. Categorical features have a finite set of feature values and are
more often defined as a string, such as features like gender which could be male or
female. Numerical features as the name suggests, contain numerical values which can
be integers or rational numbers. Finally, text features consist of text, such as product
reviews or social media posts (containing a collection of strings) and only a specific
type of classifiers (natural language processing algorithms) can be used to learn from
them.

This formalism we defined so far will now enable us to define the different types of
learning approaches. When m > 1, it is defined as multi-label learning and in case
of m = 1, it is the single-label learning approach. Basically, a multi-label learning
algorithm learns to predict a vector as output, whereas a single-label learner learns
to predict a single value. Furthermore, when |Yi| > 2 it is considered as a multi-class
classification, and when |Yi| = 2, it is a binary classification problem, and in case of
regression, Yi ⊆ R.

We define X⃗ for X1 × . . .×Xn and similarly Y⃗ for Y1 × . . .×Ym. We use x⃗ ∈ X⃗, and
y ∈ Y⃗ as the corresponding class and therefore (x⃗, y) forms an element of X⃗ × Y⃗ . The
training data consists of a set of such pairs (x⃗, y) ∈ X⃗ × Y⃗ . The learning algorithm
generalizes the dataset, using a statistical learning technique, thereby generating the
function M to which when an x⃗ is given, an y as its class is predicted. We furthermore
define x⃗(i) as the ith feature of the data instance and similarly when considering multi-
label learning yj as the jth class. Based on this formalization, next we define some
machine learning algorithms.

2.1.1 ML Algorithms and Models

In this section, first we give a brief description of some machine learning algorithms
which are relevant in order to understand the work of this dissertation. Then we
mention some of the most important properties of ML models based on the application
areas.

k-nearest neighbors. The k-nearest neighbors (or in short k-NN) algorithm is
a simple supervised learning algorithm that can be used for both classification and
regression tasks. The learning process in this algorithm does not depend on the dis-
tribution of the training data, which is why it is called a non-parametric method. It
assumes that similar instances stay together and therefore, it finds the k nearest data
points for a given input instance and predicts the label of that instance based on the
k data points found.

In its learning phase, the algorithm simply stores the training data instances. Later
in its prediction phase, given an instance, it computes the distances from that instance
to all the data instances of the training set. It then takes k-nearest instances and
returns the class which occurs most frequently amongst these k instances. The distance
metric used in this algorithm is most often the Euclidean distance measure, however,
other distance measures (such as Manhattan or Minkowski) are also used. The value
of k plays an important role and can be optimized depending on the problem at hand.
On the one hand, a smaller value of k results in a low bias but high variance model 2

2Please refer to this book [AMMIL12] for more on bias and variance of the machine learning models.
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Figure 2.1: A decision tree of depth 1

and therefore, prone to overfitting, and on the other hand, a higher value of k results
in a high bias but low variance model, which might lead to underfitting. Therefore,
the optimal value for this depends on the specific dataset and task at hand.

Decision tree. Given a set of training instances X⃗ × Y⃗ , a decision tree learner
learns decision rules inferred from the features of the data instances. The collection
of such rules forms a binary tree which is then used as a classification or a regression
model. A perfectly balanced decision tree has 2d number of nodes, where d is the
depth of the tree. Each internal node corresponds to a decision function or a condition
defined on a feature, is of the form x⃗(i) ∼ vi, where ∼ can be any conditional operators
like <,≤,≥, etc. and vi can be a value of type integer, or real3.

Each of the decision function on a feature recursively splits the input space into
two sub-spaces. The decision as to which feature should be used for splitting is done
based on the information theory, essentially by calculating the entropy before and
after applying the split. The feature, splitting on which would give the maximum
information gain, is considered. In other words, we generate the decision function on
a feature that would give us a more refined decision rule in predicting a class [Qui97].
The tree is evaluated in a top-down manner, i.e., starting with the root node of the
tree and then subsequently satisfying the decision conditions in each internal node until
reaching the leaf. When a leaf is reached, an output class associated with the leaf node
is returned. Eventually, such a tree specifies a partition of the input space into hyper-
rectangles and form a piece-wise constant approximation function. Further details of
different types of decision trees and their applications can be found here [WKQ+08].

Figure 2.1 shows a simple classification tree of depth 1. Considering the dataset
containing only two features x0 and x1, all inner nodes have conditions on the argu-
ments x0 and x1 and one child for the True (left edge) and one for the False (right
edge) case. However, it might happen that some features are not considered in the
tree. This generally happens when either using a feature in a decision function does
not result in gaining new information or simply the tree size needs to be reduced and
hence, less important features are removed. For a concrete input to the model, the
tree is traversed depending on the values of the features and their corresponding con-
ditions on the nodes of the tree. The value of the leaf reached in this traversal gives
the predicted output which in this example is either 0 or 14.

Neural network. This ML algorithm exists in different forms such as perceptron,
feed-forward, convolutional, and more. Depending upon the activation functions used,

3Note that, we consider that the training dataset containing categorical attributes are pre-processed
to yield a dataset containing only numerical values.

4Note that, for simplicity, we consider here the example of binary classification.
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those networks can be further categorized. However, we do not discuss all of these
different types (for interested readers we refer to this book [Agg18]), rather we focus
on describing the-feed-forward neural network with ReLU (Rectified Linear Unit) as
activation function, which is relevant to understand the work of this dissertation.

Figure 2.2 shows a feed-forward neural network and we consider this network to
have ReLU as the activation function. A feed-forward network can be described as
a sequence of layers starting with the input layer. Each layer consists of a number
of neurons. In this example, for simplicity, we assume that we have only two hidden
layers each consisting of three neurons. We consider an input instance of size 3, there-
fore, we have 3 neurons in the input layer and for simplicity, we consider the binary
classification, hence, two neurons in the output layer 5.

Each neuron consumes a linear combination of the outputs of neurons from the
previous layer. For example, the first neuron (n(1)

0 ) of the hidden layer gets the values
from the input layer and then sums them up with its bias as x0 ∗w(1)

00 +x1 ∗w(1)
10 +x2 ∗

w
(1)
20 + b

(1)
0 , where w(1)

00 , w
(1)
10 , w

(1)
20 are the weights associated with the edges connecting

the input layer neurons x0, x1, x2, respectively, and the bias term b
(1)
0 in this case is

0.784. It then applies an activation function which in our case is ReLU (Rectified Linear
Unit) [NH10], and can be described as ReLU(x) = max(0, x). Thus, the output of the
first neuron would be ReLU(x0 ∗w(1)

00 +x1 ∗w(1)
10 +x2 ∗w(1)

20 + b1
0). The same process is

repeated for all the other neurons in this layer. Similarly, a neuron in the second layer
gets its inputs from the previous layer neurons. For example, assuming the outputs of
the neurons n(1)

0 , n(1)
1 and n

(1)
2 are o(1)

0 , o(1)
1 and o

(1)
2 respectively. Now, the output of

the first neuron n
(2)
0 would be ReLU(o(1)

0 ∗ w(2)
00 + o

(1)
1 ∗ w(2)

10 + o
(1)
2 ∗ w(2)

20 + b2
0) where

w
(2)
00 , w

(2)
10 , w

(2)
20 are the weights associated with the edges connecting the previous layer

neurons. This is furthermore repeated for all the neurons in the second layer.
Finally, the output layer neuron does not apply ReLU and moreover, the number of

neurons can vary depending on the problem at hand. For example, when the sigmoid
function [GBC16] is applied to the output layer, the function bounds the output–which
is calculated as a linear combination of the outputs of neurons of the previous layer
plus the bias term of the output neuron–between 0 and 1. On the other hand, if
we consider a softmax function [GBC16] for binary classification, then the number of
neurons in the output layer is 2 and the output neuron which receives the maximum
value from the previous layer is considered as the output class 6. Essentially, the
softmax function converts a vector of N real numbers into a probability distribution
of N possible outcomes. For instance, in our example if the output neuron n

(3)
0 has

got the maximum value from the previous layer then the predicted class would be 0.
Note that, in case of multi-class classification, the number of neurons depends on the
number of classes, and softmax is applied to choose the right class [HTF09]. Finally,
in case of regression, no such function is applied to the output value and there would
be a single neuron in the output layer.

The weights and biases of the neural network are initially set to some random values
(although in some cases the initial values are determined from the training dataset). Af-
terward, the backpropagation algorithm [RHW86] is used to find the optimized weights

5Note that depending on the activation function chosen for the output layer the number of neurons
in the output layer can also be one for binary classification.

6Note that, in this case the ascending order of classes are considered from top to bottom, i.e., the
top most output neuron has the lowest class value and the bottom most has the highest.
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Figure 2.2: A feed-forward neural network

and biases. In its simplest form, starting with the first training instance, the algorithm
gives the instance to the network and thereby gets a class value which might or might
not be the actual class for the given instance. If the actual class is predicted, the algo-
rithm proceeds with the next instance. If it is a different class, it updates the weights
and biases so that the network learns the correct class for the first instance. How-
ever, this is inefficient and time consuming as often the number of training instances
are huge as well as the size of the network. Therefore, modern-day algorithms use
faster optimization algorithms such as gradient descent, stochastic gradient descent,
etc. [Nie15] for this purpose.

Random forest. This is an ensemble learning algorithm, combining a collection
of decision tree models where each model learns from a random subset of the training
dataset [HTF09]. The idea of such an ensemble was proposed to improve the learning
of a single decision tree. The decision tree learning algorithm is a simple, yet effective
technique and in many cases works really well. However, when the size of the tree is
too big, then it tends to overfit the training dataset, i.e., not giving good results on
the unseen data instances. If the size of the tree is small it does not generalize well
on the training dataset (variance problem). This is more commonly known as bias-
variance tradeoff in learning (see [AMMIL12]). The random Forest learning algorithm
is proposed for reducing the variance by getting an ensemble of a number of decision
trees. Essentially, each tree generated in this ensemble is completely independent of
each others as they learn from a subset of the training data instances randomly chosen
with replacement. The collection of such trees forming the random forest model is said
to be significantly reducing the variance of the model.

Formally, a random forest R can be defined as a collection of l decision trees, such
as R = ⟨D1 . . . Dl⟩, whereas the final predicted class for a given data instance is
decided after evaluating it on all the trees of the ensemble. For an input instance
x⃗ ∈ X1 × . . . × Xn, the output given by each tree is essentially an ordered set of
probabilities, where each of the values in this set denotes the probability of predicting
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the corresponding class 7. The final class for x⃗ would be then the one with the highest
mean probability estimated across all the decision trees of the ensemble. For example,
suppose, pj

i is the probability of class j given by tree i such that, ∑k
j=1 p

j
i = 1, where

k is the number of classes and 1 ≤ j ≤ k, 1 ≤ i ≤ l. So for a class j, we have.

yj = 1
l

l∑
i=1

pj
i

So the predicted class for a classification problem can be defined as,

R(x⃗) = arg max
j

yj

On the other hand, in case of regression each tree gives a rational number as output
and the final prediction for an input instance would be simply

R(x⃗) = 1
l

l∑
i=1

vi

where vi is simply the value given by the tree i.

Gradient boosted trees. Unlike random forest learning algorithm, which at-
tempts to reduce the variance of the model, the boosted trees reduce the biasedness.
First of all, given the training dataset, each of the instances in the dataset gets a weight
value of 1/N , where N is the number of training instances. Then a base (‘weak’) learner
is used to train on the dataset which would minimize the loss which defines a quantita-
tive measurement as how many of such instances are wrongly predicted by the learned
model. The idea of learning is to minimize the loss defined by using a function. There
exist several loss functions, depending upon the problem at hand [HTF09]. Note that,
in the case of boosted algorithms, the loss function considers the weight given to each
training instance.

Initially, the learner is trained on the training dataset, the loss function computes
the loss and this is used to update the weights given to the training instances. This is
repeated a number of times (based on the number of base learners) and at each iter-
ation, these weights are modified individually when a learner is trained. For example,
at any step i, the training instances– misclassified by the learner Gi−1 generated in the
previous iteration –have their weights increased, and the correctly classified training
instances are given lesser weights. The idea is to rectify the mistakes made by the
previous learners and thereby collectively generate a strong model. At each step of
boosting, such a learner is searched by using a gradient method in order to minimize
the loss incurred by the previous learner. This process iterates over the number of
learners (chosen by the user). In the end, collectively the learned models are said to
have learned from the data, minimizing the loss and reducing the bias. Considering
regression learning, the prediction for a given instance x⃗ is as follows:

7Note that a decision tree in its leaf nodes essentially gives the probability values corresponding
to each class. Thus, amongst those probabilities, the one with the highest value is chosen as
the corresponding class value of a leaf node in case of a decision tree model. For random forest,
however, the probability values are taken for further computation.
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G(x⃗) =
k∑

i=1
αiGi(x⃗)

Here αi is the weight given to a learner i based on how much loss is incurred by it,
i.e., more accurate model is given higher weight in order to increase its influence in the
final prediction. The idea of boosting was first proposed by Schapire [Sch90]. Later
the usage of the gradient method for searching a weak learner and the use of the tree
as the weak learner was proposed by Breiman [Bre96]. In case of the gradient boosted
trees, the learning algorithm works a bit differently. The derivation from the basic
boosting algorithm to the gradient boosted tree is out of scope for this dissertation,
for interested readers we refer to [HTF09]. Next, we describe the steps of the gradient
boosted trees through an example.

Let us assume, we are given a set of training instances D = {d1, . . . , dN } where
di = (x⃗i, yi), is a data instance and its corresponding class. Initially, we calculate the
average of all the class values, i.e., y1

a = (y1 + . . . + yN )/N . Then we subtract each
yi from the y1

a to get a set of residual values, {y11
r , . . . , y

1N
r }. Now we have a set of

instances in the form D1
r = {(x⃗1, y11

r ), . . . , (x⃗N , y1N
r )}. Next a regression decision tree

is learned on Dr, where the predicted value for a x⃗i is a residual value y1i
r , i.e., a value

denoting how different it from the actual prediction yi is. Then the residual is used
to calculate the actual prediction as y1

a + α ∗ y1i
r , where α is learning rate, which can

be chosen beforehand8. We again compute how this value is different from the actual
prediction by subtracting yi to it. We do this for all the instances and again get a set
of residual values as {y21

r , . . . , y
2N
r } thereby resulting a new training set for the second

tree D2
r = {(x⃗1, y21

r ), . . . , (x⃗N , y2N
r )}. This process is repeated to a fixed number of

times and at each iteration the residual i.e., the loss decreases until it becomes a small
value. So the idea is at each iteration the newly learned tree rectifies the mistake of
the previous tree. The number of trees (i.e the iterations) is a hyper-parameter to this
algorithm and can be chosen at the start of the algorithm. Formally for a given x⃗, the
prediction of a gradient boosted regression tree can be defined as,

G(x⃗) =
k∑

i=1
Gi(x⃗)

Here k is the number of decision trees chosen initially (hyper-parameter value). For
classification, the learning algorithm constructs a single strong model for each class
(also by iteratively learning weak decision trees). Suppose c is the number of classes,
formally, the classifier Gc is a sequence of c GBT regressors, Gc = ⟨Gr1 . . . Grc⟩. Each
of the GBT regressors is furthermore consisting of let us say k decision trees (i.e.,
decided based on the hyper-parameter selection). That is a GBT regressor Grj =
⟨DT1 . . . DTk⟩, where 1 ≤ j ≤ c For a given input instance x⃗, each of the regressors
gives a real value and thereby we have c number of such values. The class is chosen
with the maximal value, that is

Gc(x⃗) = arg max
j

(Grj (x⃗))

8This is one of the hyper-parameters of the gradient boosted trees. There are detailed studies available
how to choose this value [PVG+11].
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Support Vector Machine (SVM). This learning algorithm attempts to find the
best possible decision boundary, that represents the largest separation, or margin,
between two groups of classes 9. Such a decision boundary maximally separates the
data instances into different classes. In its simplest form, this can be done by finding a
line separating different classes, if the data instances are linearly separable. However,
when the data instances are not linearly separable, SVM generates a hyperplane as the
maximal separator between two sets of classes by transforming the input data into a
higher-dimensional feature space.

Given a set of labeled data instances, SVM first employs a technique called the
kernel method [CV95], which allows to implicitly transform the original feature space
into a higher-dimensional space. Precisely, the kernel function calculates the similarity
between pairs of data instances to perform such a transformation. After that, the
SVM searches for the hyperplane that maximizes the margin between the nearest
data points of different classes. The margin is defined as the distance between the
hyperplane and the closest data points, known as support vectors. The SVM aims to
find the hyperplane with the largest margin while also minimizing the loss. This is
achieved by formulating an optimization problem that involves maximizing the margin
and at the same time minimizing the loss occurred by the generated hyperplane.

Essentially, a hyperplane is represented by a set of weights assigned to each feature,
along with an offset (also called a bias) term. For instance, for a binary classification
problem, such a hyperplane takes the form: w0 ∗ x⃗(0) + . . .+ wn ∗ x⃗(n) + b, where wi

is the weight associated with the feature i and b is the offset term. At the end of the
training phase of SVM, optimal values for wis and b are obtained that maximize the
support vectors between the classes while minimizing the losses. Thus, classification of
a new data point x⃗ is done by evaluating the equation w0 ∗ x⃗(0)+ . . .+wn ∗ x⃗(n)+ b. If
the result is positive, the data point is assigned to one class; if negative, it is assigned
to the other class.

Next, we highlight some important properties of several application areas of ML
models.

2.1.2 Properties

Previously we discussed a range of application areas of machine learning models such as
social, economic, transportation, medicine, law, etc. Now, there exists several proper-
ties concerning these application areas, which need to be ensured before the deployment
of the ML models. As the model is generated through the training phase, we also need
to ensure that the learning algorithm learns the ‘correct’ model in this phase. Primar-
ily, the properties of ML-based software can be classified into two different categories:
functional and non-functional [ZHML22].

Note that, in the typical notion of software testing, functional and non-functional
properties correspond to different kinds of requirements compared to ML testing. For
instance, functional properties correspond to what the software is supposed to do and
how it should respond to different inputs. In other words, functional properties can be
thought of as the specific requirements that outline the desired behavior of the software.
To this extent, in ML testing, functional properties do relate to the functionalities of
the ML model, such as properties like accuracy or model relevance. However, in the

9Note that for simplicity we consider the case with the Binary classification problem. However, this
concept can easily be extended to multi-class classification problems.
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case of non-functional properties which concern performance, reliability, and maintain-
ability in traditional software testing, in ML testing this means something different.
More specifically, in machine learning, non-functional properties relate to fairness, ro-
bustness, monotonicity, security, interpretability and more such properties. Since in
this thesis, we always talk about ML testing, with the functional and non-functional
properties we would always point to their respective definitions in ML testing.

Functional properties. These properties mainly concern the correctness and
model relevance. The correctness of the model is defined as the model accuracy. More
formally, suppose x⃗i is an unseen data instance (i.e., it has been not observed by the
learning algorithm in the training phase) and yi as the true prediction for it and M(x⃗i)
is the prediction given by the learned model. In its simplest form, correctness for a
classification model can be defined as,

1
T

T∑
i=1

L(M(x⃗i), yi)

Here, T is the number of test instances and L(M(x⃗i), yi) is a binary function gives
1, when M(x⃗i) = yi otherwise 0. However, for regression, this measure cannot be used
since finding out whether two real values match exactly might be intractable. Instead,
error metrics such mean squared error, mean absolute error or root mean squared error
are used in practice.

So accuracy essentially measures the success rate of an ML model on a number of
previously unseen data instances. However, the availability of such data instances are
often scarce and therefore a more practical approach determines the accuracy of the
learned model by splitting the training dataset into training and validation data. To
this end, the learning algorithm gets trained on the training data and the validation set
later determines how well the learned model performs on the previously unseen data.
However, a potential drawback of this approach is the selection of the size of either of
the set. On the one hand, If we select a large size of training data and a small number
of validation data instances, the accuracy measure might not give a real estimate. On
the other hand, setting aside a large number of validation data might give a badly
trained model [AMMIL12]. A technique called the K fold cross-validation approach
is proposed to tackle this issue. For this, the training instances are divided into ⌈N

K ⌉
number of groups. Now the training process iterates over different groups and at each
training phase the learning algorithm gets trained on ⌈N

K ⌉ − 1 groups and one group
of K instances are used for validation. At the end of the iterations, we will have K
number of accuracy results which is then averaged to get a final estimate [AMMIL12].
Training a model and measuring the accuracy to further improve the model is strongly
co-related to each other and are mainly done in the training phase by the model
developer.

Model relevance, closely related to the accuracy, measures whether the model is
too complex for learning the dataset (overfitting) or does not generalise the training
data well enough (underfitting) [VLL94]. Cross-validation, the same as before, can be
used to detect those. However, it is essentially unclear, what an acceptable overfitting
is. There exists a large body of work to tackle this problem, for example, by re-
sampling the data [MLL+18], by generating adversarial data instances [WGS19], etc.
We, however, in this work do not focus on the model relevance or correctness, rather
we intend to find out whether the learning phase works correctly.
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As we have mentioned before, due to the statistical nature of learning, it is often
not clear what to expect as the outcome of the learning phase. We can of course
measure the correctness of a model by observing how well it performs on unknown
data instances, however, there does not exist a property defining what is expected to
be learned from the training data. To this end, we introduce a property called balanced
data usage, which essentially says, in the learning phase the learning algorithm learns
what is in the training data. As the purpose of the learning is to learn from the given
training instances, therefore the learning algorithm in its learning phase should not
leave out any instances and consider each one of them in its learning phase. In the
next chapter (Chapter 4), we formally define this property and give a testing approach
to validate the property.

Non-functional properties. As mentioned beforehand, non-functional properties
for machine learning models are specific requirements that correspond to properties
like fairness, robustness, monotonicity, etc. [ZHML22]. In this dissertation, we primar-
ily look at some of these non-functional properties of the ML models. To this end, we
validate four different types of such properties on the classification models such as fair-
ness, monotonicity, concept relationship, trojan attack, and a number of mathematical
properties on the regression models.

To start with, there exist multiple definitions of the fairness property and they can
be broadly categorized into two categories: similarity-based measures and statistical
fairness. Since our approach cannot be used to check statistical fairness properties,
in this thesis we only look at the similarity-based definitions. To give an example of
such let us consider individual discrimination. This property requires the ML model
to give similar predictions for similar individuals. For example, a loan granting soft-
ware is discriminating against any individual with respect to gender if the change of
gender from male to female and keeping other feature values the same, changes the
prediction (individual discrimination). A weaker definition (fairness through aware-
ness) does not strictly enforce equality on the non-protected feature values, rather it
says if two instances are similar–which is defined using a distance measure–then the
model prediction should also be the same. The statistical fairness definitions such as
predictive parity, and equal opportunity [RT16] require to have equal probabilities to
predict a class by the ML model for different groups of people in the society.

Similar to the fairness property, monotonicity is another non-functional property
where the model predictions of two input instances are compared to find the violation
of the property. This too has many variants. The basic idea is: if some feature values
are increasing in the input instance, then the prediction of the ML model should also
be increasing. For example, consider a loan granting model that is predicting the
chance of giving a loan to any person. The chance of getting a loan should be higher
for a person with a higher income compared to a person with a low income. This
requirement occurs frequently in domains like credit scoring, house pricing, insurance
premium determination, etc.

As machine learning models are frequently applied in the security domain, ML mod-
els need to be robust against vulnerability attacks. As an ML model is designed to give
a prediction for a specific instance, it can be manipulated by the attacker to achieve
a desired prediction. For example, consider a spam filtering case, where an ML model
is used to detect any incoming mail for possible spam. In this case, if the attackers
can find out which specific features are responsible for a mail being predicted as spam
by the model, they can alter the values of these features, thereby fooling the model
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into detecting the mail as a non-spam mail. This type of attack is called a trojan at-
tack [LMA+18] where such a specific input pattern if present in the input data instance
the attacker expects to yield a specific prediction.

The non-functional properties, that we have discussed so far, mainly concern single-
label classification models. Our ML model testing approach can, however, also be
used for multi-label classification models where we consider a specific application area
known as knowledge graphs [DN21]. These graphs are being learned by the models to
categorize entities according to given concepts that are fixed in an ontology. Ontologies
not only describe concepts (like animal, dog, or cat), but also state the relationship
between them (e.g. “every dog is an animal”). In such a setting, we get a multi-label
classifier where each concept is a class label and the labels are binary (for e.g. an
instance is a cat and an animal, but not a dog). To this end, we consider a prop-
erty called the concept relationship which is basically defined as a Boolean expression
over the class labels checking whether a multi-label classification model holds such
relationships.

Apart from these properties, we also look at a number of numerical properties of the
regression models and a specific type of numeric function called aggregation functions.
We give the formal definition of these properties in Chapter 7.

Next, we describe some specific software testing techniques and later we describe
how these can be used to test ML algorithms and models.

2.2 Software Testing

Based on [MSB11], “Software testing is the process of executing a program with the
intention of finding errors.” The errors are essentially unexpected behaviour or cases
where the software fails to comply with specific requirements. Testing involves gen-
erating the test cases, and then executing the software on the generated test cases in
order to find the violations of the requirements. The quality of these test cases gener-
ally depends on the coverage criteria, i.e., what percentage of the source code the test
cases can cover. For example, one measure of such could be how many lines of code
have been covered by a set of test cases. Test case generation technique that can cover
most lines of code for most of the programs is deemed to be effective. Intuitively, if
most lines of the program are covered, then the parts of the program which is faulty,
must have been covered or has more chance to be covered by the test cases. As the ef-
fectiveness of the testing primarily depends upon the quality of the test cases, over the
years a plethora of works have been proposed to this end. Instead of mentioning them
individually here, we refer the readers to these works [Har07, ABC+13, BCR21, CS13].

Now, different test case generation techniques can be further categorized depending
on the accessibility of the software under test (SUT), i.e., whether the internal struc-
ture or the implementation of the software is available to us. For this, there exist two
most prevalent strategies: black-box and white-box testing. For example, test gen-
eration techniques like random or adaptive random testing, model-based testing, and
metamorphic testing do not require to have the implementation of the SUT. However,
the testing techniques like symbolic execution, grey or white-box fuzzing, concolic test-
ing need the implementation of the software for generating test cases. As we consider
the given learning algorithm and the ML model as a black-box in our thesis, we restrict
our discussion to mainly black-box testing techniques here.
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Algorithm 1 Test Generation for ART
Input: testSet, POOL_SIZE, MAX_SAMPLE
Output: set of test cases

1: count := 0;
2: while | testSet | < MAX_SAMPLES do ▷ extend start set
3: cand := ∅; count :=0;
4: while count < POOL_SIZE do ▷ generate candidates
5: cand := cand ∪ {genRandom()}; count++;
6: cfur := oneOf(cand);
7: maxDist := 0;
8: for c ∈ cand do ▷ determine “furthest away” cand.
9: dist := minDistance(c, testSet);

10: if dist > maxDist then
11: cfur := c; maxDist := dist;
12: testSet := testSet ∪{cfur};
13: return testSet;

2.2.1 Adaptive Random Testing

We start with a simple testing technique that was essentially developed to encounter
the weakness of simple random testing [CLM04]. In random testing, test cases are first
generated uniformly at random and then those test cases are executed on the program
under test in order to find an error10. Although, in some cases it has been shown to
be surprisingly useful, often generating test cases blindly might not give a desirable
coverage of the program and therefore can be ineffective in finding errors. The main
goal of adaptive random testing (ART) is to bring diversity to the generated test cases.
The process can be best described by Algorithm 1 [Wal18].

The algorithm starts with testSet, which is initially a randomly generated set of test
cases and user given input parameters POOL_SIZE and MAX_SAMPLE. First of all,
given a set of initial test cases, we generate a set of candidate test cases randomly as
cand (Lines 4-5). Afterward, we take a new test case from cand which is the ‘furthest
away’ from the set of initial test cases testSet. It starts at line 8, where we first take a
test case c from cand, compute the minimal distance between c, and all the test cases
from testSet and in the end, keep it in cfur. In the second iteration, if the new test
case from cand has a greater minimal distance than the previous one, we replace the
furthest away candidate with the new c. This process is repeated for all the candidate
test cases from cand and in the end, we select single a test case from this candidate
set. We repeat this process until a maximum number of test cases are generated. Note
that, there are other termination criteria available such as time out. However, most of
the algorithms consider a limit on the number of test cases.

The distance function plays an important role in generating new test cases in ART.
The default approach is to use a Euclidean distance metric [Wal18]. However, it cannot
be applied in some cases. For example, if the input parameters are of different scales
or the test cases are not numeric, the Euclidean distance measure is not applicable.
To this end, there have been a number of works proposing several distance measures,

10We define error as the failure of the program to produce desirable behaviour.
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Figure 2.3: Workflow of metamorphic testing. Test input t is transformed based on a
specific metamorphic relation R to t′, and executing these two test inputs
generate two outputs. Depending upon R, the relation between the outputs
S(t) ∼ S(t′) is determined.

depending on the problem at hand. In this work, we also propose such a distance
metric [SW20a] based on the property we check. We use ART as one of the baseline
approaches to compare against our testing approach and in Chapter 7, we give details
of it. For a comprehensive survey of different distance metrics and the usage of ART,
we refer to the works of Huang et al. [HSX+21].

2.2.2 Metamorphic Testing

Although software testing is frequently used to ensure quality by validating require-
ments, however, it often suffers from the oracle problem. The oracle problem refers to
the scenario, where we do not know what would be the expected outcome for a test
case. Generally, in software testing, first, we generate a sequence of test cases T =
⟨t1, t2, .., tn⟩ and then we execute the software S on these test cases to find out whether
the outputs ⟨S(t1), S(t2), ..S(tn)⟩ match the expected outcomes ⟨f(t1), f(t2), ..f(tn)⟩.
Here, the function f (also can be called a target function) works as the oracle, deciding
whether the output generated by the software S is as expected. If any of the test cases
generate an unexpected behaviour such as S(ti) ̸= f(ti), we say that the software does
not conform to the requirement. However, in many applications, there is no oracle f
available, i.e., it cannot be defined what a correct outcome is supposed to be.

The metamorphic testing (MT) technique was introduced to alleviate this oracle
problem in software testing. Although it was first intended as simply a test case gen-
eration technique (i.e., generating new test cases from a set of some existing randomly
generated test cases), but soon it became obvious that this new testing technique could
be used to tackle the oracle problem. When implementing metamorphic testing, first
of all, a sequence of input instances as T are randomly generated and then through
a specific metamorphic-relation R a follow-up input sequence T ′ = ⟨t′1, t′2, .., t′n⟩ are
generated where, R : t → t′. Once we have the two sets of test cases T and T ′, both of
these are then executed on the software under test to generate two different outputs
which are then compared with reference to the metamorphic relation (MR) R (see
Fig. 2.3).

For a given software, a metamorphic relation is a property of the target function.
For example, to check the program implementing sin function, one MR could be to
apply negation on the input, i,e, to check for an input x and −x, if sin(−x) = −sin(x).
If this relation does not hold, x is said to be a failed test case. We do not intend to
summarize all about metamorphic testing and different metamorphic relations and all
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of its application in various domains here (For interested readers, we refer to the works
of Chen et al. [CKL+18]).

Metamorphic properties. Several non-functional properties of ML models which we
have considered in this thesis are metamorphic in nature. For example, the individual
discrimination property states: if two instances have the same values for all the features
except for the protected attribute(s), then the output prediction should also be the
same; is a metamorphic property as the original and the follow-up test cases have
a specific MR and thereby the output predictions are expected to hold the equality
relation. We consider more such metamorphic properties in our thesis. In Chapter 7
we give a detailed overview of the ones we validate. Note that, in software engineering
literature such properties are also called hyper-properties [BF22] where two outputs
corresponding to two inputs are needed to check a property. In an existing literature,
these are called k-specific properties [CEH+22]. In this thesis, we, however, call them
metamorphic and hyper-properties interchangeably.

2.2.3 Model-Based Testing

This is a specific type of testing technique where a model is generated (or learned) from
the software under test (SUT) and then it is used to guide the test generation process.
The model is essentially an abstract and partial representation of the SUT and can be
of different types such as information, workflow, behavioural, etc. [Sch12]. Once the
model is there, test cases are generated from the model in order to find a violation of
the given specification. The test cases are of the same abstraction level as the model.
Moreover, as these are generated without considering the structure of the SUT, this
testing technique can be essentially used as black-box testing. There exist several ways
to generate test cases from the model and that depends on two main factors: a) type of
testing, for example, requirements testing, conformance testing, system testing, etc.,
and b) type of models, such as finite state machines or ML models. As in this work,
we focus on testing whether a given requirement specification is violated by the SUT,
we discuss here model-based testing (MBT) in the context of requirements testing.

Models are at the heart of this testing technique and there are several ways to learn
them. However, the basic idea of learning remains somewhat the same. Model learning
requires the existence of a learner, which interacts with both the learned model and the
SUT in order to find out whether the model that is being learned, is accurate enough to
capture the intended behaviour of the SUT [AMM+18]. First of all, a set of inputs are
generated, which are given to the SUT, and for which we get a set of outputs. Thus,
a set of input-output pairs are generated which is then used to generate an initial
model. Further test inputs are generated, feeding them to the model and the SUT in
order to find out whether their outputs match. If they agree on the inputs, we achieve
equivalency (with some theoretical bounds), otherwise, failed cases are used to improve
the learned model. This process is repeated until we do not find any more failed cases,
or we reach a bound of generating the number of input cases. This learning framework
is first proposed by Angluin in [Ang87] and is defined as Minimally Adequate Teacher
(MAT).

Most of the existing works of learning a model evolve around learning finite state
machines. Peled et al. [PVY99] first proposed the idea of combining Angulin’s learning
algorithm [Ang87] with the model checking [BK08] technique in order to perform black-
box checking. Much like ours, they assume the SUT to be black-box, and only the
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Figure 2.4: Workflow of model-based testing. At any time instance, given a set of
input-output pairs (in, on), the learning algorithm learns to generate a
model Mn. The model is then further analyzed to find violations, which
are either returned in case they are valid, or used to improve the model.

input-output behaviour is known. To this end, first of all, they build a Büchi automaton
from the negation of the given specification which is called a specification automaton
P̄ . Let us consider, the automaton P̄ accepts a set of words over a finite alphabet
Σ. We denote this set as L(P̄ ) and call it the language of P̄ . Note that, L(P̄ ) ⊆
Σ∗. Then a sequence of automata M1,M2, .. are generated based on the learning
algorithm. Essentially, they start with a very trivial automaton and check the property
on the automaton. For instance, suppose at the i-th iteration we have the generated
automaton as Mi, and L(Mi) is the language of the automaton. It is checked whether
L(Mi) ∩L(P̄ ) ̸= ∅. If the intersection is not empty then a counter-example is provided
and checked with the SUT. If it matches, then a violation has been detected, otherwise,
this is used as a failed case of equivalence and furthermore used to improve Mi to get
another automaton. There have been an extensive number of works done in this area in
the past few years considering different types of FSMs such as Mealy machines [SG09],
register automaton [CHJS16], labeled transition systems [HNS03], etc. However, in
our context, learning an FSM is not suitable, as the ML models (SUT) we consider
often perform complicated numerical operations. Moreover, the properties we consider
cannot be easily described by any automaton. Hence, we use the idea of learning an
ML model from a given ML model as the SUT and then analyze it to find a violation
of the given property.

The idea of learning a machine learning model from a given software and then
using the model to generate test cases is termed learning-based testing (LBT). This
renders the idea of model-based testing and was first proposed by Meinke et al. [MN10].
Using the same basic idea of model learning described above, they first learn a piece-
wise polynomial function from the SUT. Essentially, this function learns the functional
behaviour of the SUT through input-output pairs (in, on), where in is the input given to
the SUT and on is the corresponding output. Using a set of such pairs, the polynomial
function is being learned, approximating the SUT. The function is then converted to
a logical formula and conjoined to the first order logic expression of the negation of
the property specification. Then the Hoon-Collins cylindric algebraic decomposition
(CAD) [CJ12] algorithm is used for checking the satisfiability of this formula. If a
counter-example (CEX) is found, then it is checked with the SUT. In case of a false
positive, the model is retrained with all the previous input-output pairs along with
this new counter-example. This process goes on until a CEX is found, or a timeout is
reached.

Next, we describe the property-based testing technique, the idea of which in com-
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bination with learning-based testing forms the basis of our property-driven testing
concept.

2.2.4 Property-Based Testing

This testing technique was first introduced by Claessen et al. [CH00] in order to gener-
ate test cases for Haskell programs. The idea herein lies in the automation of the test
case generation process. Previously, the test case generation process was dependent on
the tester. Given a set of test cases, whether it fails or passes should have been checked
each time by the tester. Also, the test case generation process was limited to a specific
requirement, i.e., the test case generator has to be changed manually each time a new
requirement needed to be checked. This was a cumbersome process and hindered the
testing process, especially when a large number of requirements needed to be checked.
The property-based testing approach can solve these two problems by proposing a
domain-specific language that the testers can use to specify the requirement they want
to check. First of all, the tester can specify the constraint on the test inputs to be
generated as pre-condition as well as the expected output as post-condition. Afterward,
a number of test cases would be generated following the pre-condition given, executed
on the software under test, and then automatically checked whether the output of
the software under test conforms to the requirement based on the post-condition. For
generating test cases, Claessen et al. [CH00] proposed to use random generation as the
default approach. In this thesis, we give a testing mechanism that allows the tester to
specify requirements much like using the specification language of the property-based
testing.

2.2.5 Property-Driven Testing

Here, we combine the idea of learning-based testing with property-based testing to
develop a property-driven testing mechanism. More specifically, first of all, we gen-
erate (i.e., learn) a known ML model (for e.g., a decision tree) D from the given ML
model under test. Here, the learning works in the same way as described before, i.e.,
generating a number of input-output pairs by executing the SUT and thereby gener-
ating a training dataset which is then trained on a learning algorithm for generating
a model. The learned model D is then converted to a conjunctive normal formula
(CNF) ϕD using a specific translation mechanism (described in Chapter 3). Conse-
quently, the property specification (specified using a pre-post condition-based format)
is negated and converted to a CNF formula ϕ¬p. Then the formula ϕD ∧ ϕ¬p is given
to the satisfiability modulo theory (SMT) solver Z3 [MB08]. If the SMT solver finds a
counter-example (i.e., violation) to the property, we first check it with the SUT. If the
counter-example (CEX) is an invalid one, we use a sort of incremental SMT solving
approach to generate a number of CEXs from the initial one and then retrain the
learned model by appending the invalid CEXs to further improve the learned model.
This process repeats until a user-defined timeout occurs or we find a counter-example
violating the property on the SUT. We detail several parts of this technique in the
subsequent chapters.

However, if a counter-example is not found then we could either stop the testing
process which would be considered as the failure of the process, or we could start the
entire process by generating a new model approximating the model under test and try
again. If a number of trials still lead to no counter-example generation, then we stop.
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2.3 Machine Learning Testing

Finally, in this section, we discuss some existing works of machine learning testing
which use the testing strategies we have discussed so far.

Metamorphic testing. The idea of using metamorphic testing to test machine learn-
ing software was first introduced by Murphy et al. [MKA07]. They first used meta-
morphic testing to validate the implementation of two ML algorithms: support vector
machine (SVM) and MartiRank. While the implementation of MartiRank did not
reveal any error, SVM indeed produced some unexpected results. In order to find out
whether the implementation of the SVM learning algorithm worked as expected, they
considered permutative MR. They basically trained the learning algorithm twice–once
with the original dataset and then with the permuted version of the dataset–thereby
resulting in two ML models. However, these two models turned out to be different
which was not expected, and the reason was the batch processing of the data by the
optimization algorithm used in SVM. In later works [MKHW08, MSK09], they consid-
ered several other metamorphic relations (MRs), such as additive, multiplicative, and
inclusive to check the implementation of several other classification algorithms such as
Naive Bayes, K-nearest neighbors, and decision trees in WEKA [WFH11] library. In
a more recent work, Dwarakanat et al. [DAS+18] introduced a specific MR for SVM
classification algorithm with non-linear kernel and some MRs for a deep learning based
image classifier ResNet [HZRS16]. In this thesis, we, however, define a property of the
learning phase called balancedness, based on some specific metamorphic relations. The
MRs we consider, are inspired by the work of Murphy et al. [MSK09]. However, in
our case, they are used to define the balancedness property of the learning phase. We
also give a metamorphic testing approach to check this property. In the next chapter
(Chapter 4), we formally define this property and the MRs we consider and detail our
testing mechanism.

There exists a number of works [DKH17, XLY+22, ZWG+21, ZS18, FWJ+22, JFL+22]
which use metamorphic testing to test the ML models and these works mainly con-
sider testing deep neural networks (DNN). For example, Zhang et al. [ZWG+21] gave
a metamorphic testing framework for DNN based image classifiers where they defined
a number of metamorphic relations based on the background-related changes such as
blurring the background of the images. In [XLY+22], Xiao et al. proposed metamor-
phic testing for deep learning based compilers by using several semantic preserving
MRs on the DNN model. In a recent work, Ji et al. [JFL+22] used MT to test a deep
learning-based speech recognition system and for that, they considered several trans-
formations on the speech input as metamorphic relations to find a violation. In this
dissertation, we do not use metamorphic testing to test ML models, rather we check
some metamorphic properties using the property-driven testing technique.

Model-based testing. There have been a number of works extracting automaton
from ML models for the purpose of understanding or explaining the learned rules of
the ML models [Jac05, OG96, AEG18], or to simply infer the automaton in order to
facilitate the future analysis process [WGY18, OWSH20], or to check properties on
the automaton [MVY20, KNR+21]. Here, we limit our discussion to the latter two
types of works. The pioneering work of Giles et al. [OG96], first proposed the idea of
extracting deterministic finite automaton (DFA) as a way to understand the rules of a
recurrent neural network (RNN). They applied a clustering algorithm to extract several
DFAs from the network. Then a heuristic method was applied to find the optimized

35



2 Background

DFA model approximated from the RNN. The clustering approach of extracting DFA
essentially works by finite partitioning of the state space of the RNN and dividing
them into some k intervals. However, this technique suffers from state space explosion
problems and is not suitable for modern day RNN models.

More recent work by Weiss et al. [WGY18] tackled this issue by using the Angluin
learning paradigm by employing L* learning algorithm. Given an RNN R accepting
a regular language L over some alphabet Σ, they, first of all, started with a hypoth-
esis automaton H and through membership queries they checked whether H and the
RNN R differs on any input, if so, then it was used to improve the automaton. Later
Okudono et al. [OWSH20] extended this approach to learning a weighted finite au-
tomaton (WFA), as they argued, for probabilistic classification, learning quantitative
finite state machine such as WFA, was more amenable compared to DFA.

In [MVY20], Yovine et al. proposed an on-the-fly property checking technique, where
they learned the intersection of the given RNN and the negation of the property to be
checked on it. If the intersection showed to be non empty, it was a correct counter-
example with probability 1, otherwise they provided a probabilistic guarantee (i.e.,
provably approximate correct (PAC)), that the RNN satisfied the property. In a more
recent work [KNR+21] Khmelnitsky et al. presented an approach by adapting the idea
of Angluin’s algorithm. They first of all, learned a hypothesis automaton H from the
given RNN R and at the same time, they also generated specification automaton A.
Given L ⊆ Σ∗ and L(H) denoting the regular language of the automaton, they checked
whether the automaton L(H) ⊆ L(A), which amounts to checking whether the learned
automaton model satisfies the property in hand. If they could find a counter-example,
then they checked whether it was a valid one, if yes, return it as a violation otherwise
use it to improve the automaton H. However, when there is no counter-example, they
check whether L(R) ⊆ L(H) where L(R) regular language of the given RNN R.

As discussed above, using the idea of model-based testing to check the property on
the given ML model mostly (if not all) (a) checks a specific type of neural network
RNN, (b) considers the cases where the inputs can be deduced as regular language and
(c) learn automaton as the model approximating the given ML model. Our approach,
on the other hand, can be used for any ML model (not only RNN) and the ‘language’
of the model does not need to be regular in nature. Therefore, we resort to the idea of
using an ML model to learn the given model under test. In the subsequent chapters,
we give more details about our technique and we strongly believe at the end of this
dissertation, the readers would be convinced about the need and the advantages of
using our technique over the others.
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In this chapter, we describe techniques to encode two machine learning models, namely
decision trees and neural networks, into logical formulas. We require these logical en-
codings for two reasons. Firstly, while testing decision tree algorithms with respect to
balanced data usage property (defined in Chapter 4), we need to perform equivalence
checking to find out whether two decision tree models are equivalent. This requires en-
coding two decision tree models into logical formulas and then performing satisfiability
checking using an appropriate solver. Secondly, we need to have the logical encodings
of decision tree or neural network models (as inferred models) in our property-driven
testing approach in order to generate test cases on a given model under test (MUT).

We start with the basic formulations of logics and theories and then give the encod-
ings of two models and furthermore exemplify them. The content of this chapter is
structured as follows.

1. logic and linear arithmetic theories (Section 3.1),

2. logical encoding of the decision tree and neural network along with the exam-
ples(Section 3.2),

3. computing property on the logically encoded model (Section 3.3).

3.1 Logic and Theories

Propositional logic. We begin with the propositional logic which provides the basis
of our encoding approach. Typically, a propositional logical formula φ can be induc-
tively defined over a set of Boolean variables using the grammar as follows.

φ ::= true | false | φ ∧ φ | φ ∨ φ | φ ⇒ φ | φ ⇔ φ | ¬φ

Essentially, the formula in its simplest form can either be true or false. It can
furthermore also be composed of conjunction (∧), disjunction (∨), or a mix of both
of these operations. The negation is essentially a unary operator with the highest
operator precedence, followed by conjunction and disjunction. The rest of the binary
operators, implication (⇒) and bi-implication (⇔) can be furthermore expressed by
using the aforementioned operations.
Example 1. As a simple example, consider the formula

φ ≡ (x ∧ y) ∨ z

where we have a set of Boolean variables v(φ) = {x, y, z} in the formula φ and it
is composed of two operations, conjunction and disjunction. Note that we use the
symbol ≡ here to denote that we are defining the formula φ to be the formula on the
right of ≡.
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Interpretation. If we consider v(φ) to be the set of Boolean variables in the
formula φ, then an interpretation I of the formula φ is defined as the mapping from
the variables in the set v(φ) to true or false [Cur63]. Therefore, essentially, we can
write I : v(φ) → {true, false}, and moreover for syntactic simplicity we write I(φ) to
denote the evaluation of the formula where we replace the variables in the formula φ
with the interpretation I.
Example 2. For our example formula

φ ≡ (x ∧ y) ∨ z

we have an interpretation I as,

I = {x 7→ true, y 7→ true, z 7→ true}

When we apply I to the formula φ, we get

I(φ) = (true ∧ true) ∨ true

which evaluates to true.
Note that, we do not give here the evaluation rules for propositional logical formulas,

and assume the readers have the basic knowledge of such rules, however, if required,
the readers can look here [Cur63].

Satisfiability checking. Satisfiability checking of a propositional logical formula
φ involves finding an assignment of its Boolean variables v(φ) such that the formula
evaluates to true. To this end, if we essentially find an interpretation such that the
formula φ is evaluated to be true, then we say I is a logical model of the formula,
denoted as I |= φ.
Example 3. Consider our example formula φ ≡ (x ∧ y) ∨ z. This formula is satisfiable
and (one of) the model is, I = {x 7→ true, y 7→ true, z 7→ false}.

Additionally, when no such interpretations exist such that the formula could be
evaluated to be true, then the formula is said to be unsatisfiable.
Example 4. Consider the following formula

φ ≡ (x ∨ y) ∧ ¬x ∧ ¬y

This formula is unsatisfiable since there does not exist an interpretation of the variables
in the formula which would evaluate it to be true.

Conjunctive normal form. To find out the satisfiability and the corresponding
logical model of a propositional logical formula, it needs to be given to a satisfiability
solver. However, before the solver is applied to the logical formula, it needs to be con-
verted into conjunctive normal form (CNF). This is required since the core algorithm
behind the satisfiability solving technique (namely DPLL algorithm [DP60]) requires
the formula to be in this form.

A formula φ is said to be in CNF, if it has the following form: φ ≡ φ1 ∧ . . . ∧ φn,
where each of the subformula φi is called a clause and each clause further constitutes
of a set of literals. Each literal forms the atomic part of the formula, for instance, a
Boolean variable or its negation. Note that any propositional logical formula can be
converted into an equivalent CNF, by using De Moragn law [Ros02]. However, using
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3.2 Encoding

this law to convert a formula into CNF might sometimes be highly inefficient, and
therefore, a more common approach is to use Tseitin’s transformation [Tse83]. This
transformation produces a CNF formula of size linear in the size of the given non-CNF
formula. In this chapter, we propose an encoding approach which generates the logical
formula of the ML models in the CNF form, and therefore, exempt the need for using
any further CNF conversion techniques.

Satisifiability modulo theories. The propositional logical formula, given in CNF,
in its purest form, however, does not suffice in encoding the decision tree or neural net-
work models. Since these models involve logical comparison and arithmetic operations
between real-valued variables, we need to go beyond using propositional logical for-
mulas which only constitute Boolean variables. To this end, we consider an extended
version of the propositional logic defined using theories, and therefore, the satisfiabil-
ity checking problem is now termed as satisfiability modulo theories (SMT) 1 solving
problem.

There exist many theories to this end, for instance, bit-vectors (for modeling machine
arithmetic), arrays (for encoding arrays), strings (for string values) and so on. In this
thesis, we use linear real arithmetic (LRA) theory, which extends the propositional
logic by considering all the rational number constants along with the set of arithmetic
operations {+,−, ∗} and logical comparators {>,<,≤,≥, ̸=}. A formula φ in this case
is said to be satisfiable if it evaluates to true for an interpretation I over the set of
variables v(φ) of the formula, such that I : v(φ) → R.

Example 5. Consider the following formula φ ≡ (x − y ≥ 0) ∧ (y > 5). This formula
given in LRA is satisfiable and one of the model satisfying this formula would be:
I = {x 7→ 5, y 7→ 5}. So, if we apply I to the formula we get: (5 − 5 ≥ 0) ∧ (5 > 5) ⇔
true ∧ true ⇔ true.

Note that, while evaluating the above LRA formula, the standard rules for the
evaluation of arithmetic inequalities are applied, for instance, 0 ≥ 0 ≡ true, or, 5 > 5 ≡
false.

Here, we do not discuss the SMT-solving algorithms since those are not relevant for
describing the work done in this thesis (for interested readers we recommend to look
here [BSST09]). Once, our encoding approach generates the logical formula describing
the ML model (in SMTLIB format 2), we can directly apply the SMT solver Z3 [MB08]
to check the satisfiability of that formula.

Next, we give some formalization of machine learning models which are required to
describe the approach of encoding the decision tree and neural network models into
logical formulas.

3.2 Encoding

First, we revisit 3 the basic formalizations that are needed to describe the concepts of
this Chapter.

1Note that, some recent works such as the works of Silva et al. [IIM22] or Ghosh et al. [GBM21]
propose propositional logical encoding of decision tree which could be an interesting extension of
our current approach.

2http://smtlib.cs.uiowa.edu/
3Note that, we only describe the formalization here which is needed to explain our testing concepts

and further details can be found in Chapter 2.
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3 Logical Encoding

We define a machine learning model to be a predictive function which takes the
input from the set X1 × . . . × Xn and predicts output(s) depending on the type of
the learning considered. Xi is the value set of the feature i and we write X⃗ to denote
X1×. . .×Xn. Next we describe the three types of learning approaches that we consider
in this chapter.

Single-label classification. In this type of learning the predictive model M takes the
following form:

M : X⃗ → Y

In this case, given an instance x⃗ ∈ X⃗, M returns a single class value y ∈ Y .
The set of possible class values for this is the set of positive integers and thus,
Y ⊆ Z+.

Multi-label classification. The predictive model in this case returns an output vector
instead of a single value and can be defined as follows:

M : X⃗ → Y1 × . . .× Ym

We define Y⃗ to denote Y1 × . . .× Ym. If a single instance x⃗ ∈ X⃗ is given to the
model M , an output vector y⃗ ∈ Y⃗ is predicted as the (set of) class values in this
case. We use the label names to denote the variables corresponding to each of
the class j, where 1 ≤ j ≤ m, and let L = {L1, . . . , Lm} be the set of such label
names. In multi-label learning, we have the predicted class as a binary vector,
and hence, Yi ⊆ {0, 1}.

Regression. Finally, in case of regression learning, the model can be defined as follows:

M : X⃗ → R

Thus, the predicted value in this case is simply a real-valued number.

In this work we require the logical encodings for decision trees and neural network
models for two reasons, (a) computing the balanced data usage property of decision
tree algorithms and, (b) analyzing either of the models which is learned as a white-box
model in our property-driven testing approach. Now, for the latter case, based on
the MUT, we require three sorts of encodings of the ML models (for both decision
tree and neural network). If the given MUT is a single-label classification model,
predicting discrete values as class labels, we learn a single-label classification model
and in the case of a multi-label or regressor MUT, we learn a multi-label or a regression
model. Therefore, we require the encodings for single- and multi-label classification
and regression models of decision trees and neural networks.

The generic encodings for the classification and the regression cases, however, do not
differ much except for the final evaluation of the class labels. For instance, in the case
of the decision tree, the encodings of the branches remain the same except for the leaf
nodes for these three cases. Similarly, in the case of the neural network, only the final
layer of the network would require a different encoding. Hence, we do not describe the
encodings of classification and regression in isolation for these three cases, rather, we
give a unified encoding only differentiate when required.
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Figure 3.1: A decision tree of depth 1

3.2.1 Decision Tree

A decision tree model as described in Chapter 2 is a binary tree, in which every
inner node (including the root node, but excluding the leaf nodes) represents Boolean
conditions over the input feature values and every leaf node is labeled with a prediction
giving the class values. An edge connecting a parent node to its child node is labeled
with the result of the condition defined on the parent node and thus for each internal
node, we have two edges connecting to its child nodes, when the condition evaluates
to true and to false. For a given input x⃗ ∈ X⃗ to the tree, a specific path of the tree is
visited by satisfying the conditions on the edges before reaching to a leaf node. The
class value corresponding to that leaf node is then returned as the prediction for x⃗.

For the ease of explanation, we consider the single-label decision tree classifier in
Figure 3.1, which is adapted from the tree in Figure 2.1 of Chapter 2 . Here, instead
of labelling a node with the Boolean condition we label each edge from the node
with the corresponding condition (and with the negation of the condition). Thus, for
each parent node connecting to its two child nodes, we have two edges, one labelled
with condition and other with its negated version. For instance, the root node n(0)

1 is
connected with its two child nodes n(1)

1 and n
(1)
2 via two edges which are labelled as

x0 < 10 and ¬(x0 < 10) ≡ (x0 ≥ 10) respectively.
Next we give the encoding of the decision tree in two steps, first we describe the

encoding of the internal nodes (considering the root node as a special case of an
internal node) and then we describe the encoding for the leaf nodes. For the latter, we
differentiate the encoding of the classification and regression trees.

We encode the decision tree as a logical formula by encoding every paths of the tree.
We essentially do this by giving the encoding for each of the nodes in the tree. To this
end, we use two Boolean variables for defining a node and the condition connecting the
node with its parent node. The idea herein is to encode that a node variable becomes
true only when its parent node is true and the condition on the edge holds. We repeat
this for all the nodes of the tree and finally give the constraints corresponding to the
predictions for each of the leaf nodes of the tree. The prediction corresponding to any
leaf node is returned, only if the node variable corresponding to that node is true. This
way we ensure that for a specific input to the tree only the nodes in a single path in the
tree are visited, and the others are not taken. Note that, the encoding of the decision
tree could be done by using some other methods (such as in [EGSS08]), however, we
choose this approach since it reduces the size of the formula compared to the previous
work and is linear in the size of the tree.

To this end, we first define for each level i in the tree n(i)
j be the j-th node (while
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3 Logical Encoding

considering n(i)
0 be the leftmost node at level i), and n(i−1)

pre(j) be its parent or predecessor
node at the level i−1. The Boolean condition defined over an element of input x⃗ on the
edge between n(i−1)

pre(j) and n(i)
j is written as cond(i)

pre(j) and the negation of the condition
as ¬cond(i)

pre(j). We consider n(i)
j to be a Boolean variable denoting the node, which

becomes true when the node is visited, otherwise, it is false. Using the node and the
condition variables next we describe the logical constraints for the internal nodes.

Root node constraint. We begin with the constraint for the root node of the tree,
which can be written as follows:

Croot ≡ n
(0)
1

This constraint is always true, since the traversal of the root node does not depend
on any condition beforehand.

Example. Consider the example decision tree model depicted in Figure 3.1, the root
node of the tree is n(0)

1 , the constraint for which can be written as:

Croot ≡ true

This constraint is always true and thus the Boolean variable n(0)
1 = true.

Internal node constraint. Next, for every internal node n(i)
j of the tree, we get

one constraint as follows:

C
(i)
j ≡ (n(i−1)

pre(j) ∧ cond
(i)
pre(j) ∧ n

(i)
j ) ∨ ((¬n(i−1)

pre(j) ∨ ¬cond(i)
pre(j)) ∧ ¬n(i)

j )

This constraint ensures that the node variable n
(i)
j becomes true only when the

predecessor node variable n
(i−1)
pre(j) and the condition on the edge between these two

nodes cond(i)
pre(j) are true. However, if either the ¬n(i−1)

pre(j) or the ¬cond(i)
pre(j) is true

then ¬n(i)
j becomes true. In other words, if either the predecessor node 4 n

(i−1)
pre(j) is

false (while it is not visited) or the condition cond
(i−1)
pre(j) is false, then the node n(i)

j

becomes false and thus implies in either of these two cases the node n(i)
j will not be

visited.
Example. We continue with our example tree in Figure 3.1 where for the inner node

n
(1)
1 we get the constraint as:

C
(1)
1 ≡ (true ∧ (x0 < 10) ∧ n

(1)
1 ) ∨ ((false ∨ ¬(x0 < 10)) ∧ ¬n(1)

1 ).

Since the predecessor node of the n(1)
1 is the root node, which is always true, and if

the condition on the edge x0 < 10 holds, we can derive the node variable n(1)
1 to be

true. Otherwise, if the condition does not hold, then the n(1)
1 would be false, implying

that the node is not visited. Similarly, we get the constraint for the leaf node n(2)
1 as

follows:

C
(2)
1 ≡ (n(1)

1 ∧ (x1 < 65) ∧ n
(2)
1 ) ∨ ((n(1)

1 ∨ ¬(x1 < 65)) ∧ ¬n(2)
1 )

4While describing the encoding, we use the terms node and node variable interchangeably.
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3.2 Encoding

Thus, the leaf node variable n(2)
1 can be further derived as true in case the node

variable n(1)
1 is true and the condition x1 < 65 holds.

Note that, these encodings for the node constraints do not depend on any learning
problem and therefore remain the same for (single and multi-label) classification and
regression learning.

Prediction constraint. Once we get the constraints for all the non-root nodes,
next we derive the constraints describing the prediction of the classes by the leaf nodes
of the tree. Since the predictions are different based on the different learning scenarios,
we therefore describe these constraints for the three learning problems separately.

Single-label classification. The decision tree predicts a single class value in case of
single-label classification which is essentially the value associated with the leaf
node. We define a variable class to denote the class value corresponding to a
leaf node. For every leaf node n(i)

j with the prediction c ∈ Y , along with the
constraint for the leaf node, we furthermore get a constraint for the prediction
of the class value as,

R
(i)
j ≡ n

(i)
j ⇒ (class = c).

Essentially, when the leaf node variable n(i)
j becomes true, then the corresponding

class value of the leaf node is predicted.

Multi-label classification. For the multi-label classification, we require one Boolean
variable classl for every label l ∈ L. Then, for every leaf node n(i)

j , with the
prediction ∧ℓ∈L(l = c) (where c ∈ Yl), we get the following constraint for the
class values:

R
(i)
j ≡ n

(i)
j ⇒

∧
ℓ∈L

(classℓ = c)

Hence, whenever the n(i)
j becomes true, the final prediction, in this case, is a set

of class values, described as a conjunction of L class values.

Regression. For the regression tree, we introduce a variable called value which denotes
the prediction associated with the leaf node, a real-valued number. Now, for a leaf
node n(i)

j , we define the prediction associated to it as, r(i)
j ∈ R. The prediction

constraint in this case can be defined as,

R
(i)
j ≡ n

(i)
j ⇒ (value = r

(i)
j )

When the n
(i)
j is true, the final prediction is the value associated to the leaf

node 5, which is r(i)
j ∈ R.

Example. To exemplify the encoding given for the prediction of the decision tree,
let us again consider the tree in Figure 3.1.

• As the tree depicted in Figure 3.1 is a single-label classification tree, a leaf node
here is associated with a single class value only. For instance, for the leaf node

5Note that, for all these three cases we assume the decision tree always makes deterministic prediction,
i.e., at a time only a single leaf is chosen.
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n
(2)
1 , we have the corresponding class value as class = 0. Thus, we get the

constraint corresponding to the prediction of the node n(2)
1 as follows:

R
(2)
1 ≡ n

(2)
1 ⇒ (class = 0)

If the node variable of the previous node n(1)
1 becomes true and the condition on

the edge x1 < 65 between the previous node n(1)
1 and the current leaf node (n(2)

1 )
becomes true, then the class 0 is predicted. For example, if the input feature
vector to the tree is (5, 12) as (x0, x1), and if we feed this to the tree in Figure 3.1,
then the condition x0 < 10 becomes true, and thereby, n(1)

1 is derived to be true.
Furthermore, x1 < 65 is evaluated to be also true and thus n(2)

1 becomes true
and the class value associated with the input vector (5, 12) becomes 0.

• For the multi-label classification tree model, each leaf node is associated with a
set of class labels, unlike the tree we consider in Figure 3.1. To give an example
of such, let us assume the leaf nodes of the tree we consider have the following
structure:

n
(2)
1

classℓ1 = 0
classℓ2 = 1

n
(2)
2

classℓ1 = 0
classℓ2 = 1

n
(2)
3

classℓ1 = 0
classℓ2 = 0

n
(2)
4

classℓ1 = 1
classℓ2 = 1

Here, we consider each leaf node is associated with two class labels classℓ1 and
classℓ2. Now, since we consider the rest of the tree remains the same, the con-
straints for the inner nodes, along with the constraints of the leaf nodes (i.e.,
the node constraints) do not change. We, however, get different constraints only
corresponding to the prediction of the class labels. For instance, for the leaf node
n

(2)
1 , we get the constraint for the class labels as follows:

R
(2)
1 ≡ n

(2)
1 ⇒ ((classℓ1 = 0) ∧ (classℓ2 = 1))

Hence, when the leaf node variable n(2)
1 becomes true, then the predicted class

labels are described as the conjunction of labels 1 and 2 which translates to the
output vector (0, 1). Similarly, we can derive the prediction constraints for the
leaf nodes n(2)

2 , n(2)
3 and n

(2)
4 as follows:

R
(2)
2 ≡ n

(2)
2 ⇒ ((classℓ1 = 0) ∧ (classℓ2 = 1))

R
(2)
3 ≡ n

(2)
3 ⇒ ((classℓ1 = 0) ∧ (classℓ2 = 0))

R
(2)
4 ≡ n

(2)
4 ⇒ ((classℓ1 = 1) ∧ (classℓ2 = 1))

• Finally, for the regression tree, the encoding of the leaf node is similar to the
single-label classification, except the class value in this case is a real valued
number. Assuming, the class value associated with the leaf node n(2)

1 as 3.28, the
constraint R(2)

1 corresponding to the class value of the node can be described as:

R
(2)
1 ≡ n

(2)
1 ⇒ (class = 3.28).
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After deriving the constraints for all the nodes of all the paths of the tree and the
constraints for the predictions for all the leaf nodes we conjoin them to get the final
logical formula describing the decision tree. Assuming we have a tree with depth d and
at each depth we have na number of nodes, where 1 ≤ na ≤ 2(d−1) we get the logical
formula describing the tree as:

Ctree ≡
d∧

i=1

na∧
j=1

C
(i)
j ∧R

(i)
j

For instance, in case of our example decision tree from Figure 3.1 we get the final
formula of the tree 6 as:

Ctree ≡ C
(1)
1 ∧ C

(1)
2 ∧ C

(2)
1 ∧ C

(2)
2 ∧ C

(2)
3 ∧ C

(2)
4 ∧R

(2)
2 ∧R

(2)
3 ∧R

(2)
4

For an input x⃗, if for instance, a single-label decision tree model predicts a class
of c, then it can be proven that, following our encoding, the corresponding leaf node
(denoted as nc) variable would be true and thus we would get the prediction condition
nc ⇒ c to be evaluated as true.

Next we describe the encoding of the feed-forward neural network model with ReLU
as an activation function.

3.2.2 Neural Network
The second model we use in our property-driven testing approach as the approximated
white-box model for the given MUT, is the neural network model. In the literature,
there exist a long line of works that proposed SMT encodings for translating neural
networks into logical formulas [GZW+19, FJ18, INM19]. The encoding approach we
follow here is in a spirit similar to the approach proposed by Bastani et al. [BIL+16].

To start with, we assume to get a feed-forward neural network with ReLU (Rectified
Linear Unit) activation functions modeling a predictive model M . Such a network
can be described as a sequence of layers starting with an input layer, ending with an
output layer, and might include a number of hidden layers in between. Each layer
furthermore consists of a number of neurons that form the atomic parts of the neural
networks. Each of these neurons consume a linear combination of the outputs of the
neurons from the previous layer (see Chapter 2 for more explanation). The number of
neurons in the input layer depends on the size of the input vector x⃗ ∈ X⃗, and thus is
|x⃗|. The number of output layer neurons varies depending on the type of the learning
approach and moreover, the number of classes.

For instance, in the case of a multi-label learning, with the predictive function M :
X⃗ → Y⃗ , the number of neurons in the output layer would be |Y⃗ |. For a single-label
learning problem, as we have only a single class label, the number of output nodes
is the cardinality of the set of the class values, i.e., |Y |. Since the prediction for the
regression approach is simply a real-valued number, therefore, we only have a single
neuron in the output layer. The number of hidden layer neurons is provided as part
of the hyper-parameter setting during the learning process.

To exemplify the encoding of the neural networks, we consider the network model
depicted in Figure 3.2 which we previously described in the Background (Chapter 2).

6For the entire encoding of this decision tree see the Figure 3.3 (see Lines 2-7)
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Figure 3.2: A feed-forward neural network

This network accepts inputs of size of 3 and thus it has 3 neurons at the input layer.
The output layer contains 2 nodes, and we consider it to be a single label classification
model with two classes, while explaining the encoding of the output layer for single-
label network model. We consider the model to predict two output labels when defining
the encoding of the output layer of the multi-label network model. Note that, the
architecture of the neural network remains the same for a single-label classifier with
c class values and a multi-label classifier with c different class labels. The only thing
which is different for these two cases is the way the output layer is encoded.

Hidden layer encoding. We start with the encoding of the hidden layers of a
network model. Suppose, we have n = |X⃗| input nodes, and k number of hidden layers
and in each layer we have ni neurons, 1 ≤ i ≤ k. Moreover, we set the number of
input neurons n0 to be n and nk+1 as the number of output neurons (which would vary
depending on the learning problem). Since we consider a fully connected feed-forward
neural network model, each neuron l in layer i+ 1 is connected via an edge to each of
the neuron ni of layer i. There is a weight associated with this edge connecting neuron
j from layer i to the neuron l in layer i + 1, and we denote it as w(i)

jl . Each neuron j

in layer i has also an associated bias term denoted as b(i)
j .

For the logical encoding of this part, we furthermore introduce two real-valued vari-
ables in(i)

l and out
(i)
l which indicate the input and the output of the l-th neuron on

the i-th layer respectively. For every neuron l in a hidden layer i, we define two con-
straints, one for the input and the other for the output. The conjunction of all the
input constraints of all the neurons of layer i forms the constraint C(i)

in , describing the
conditions on the inputs to the layer i, and similarly, C(i)

out describes the condition on
the outputs of all the neurons of the layer i. These two constraints can be described
as follows:
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C
(i)
in ≡

ni∧
l=1

(in(i)
l = Σni−1

j=1 w
(i−1)
jl out

(i−1)
j + b

(i)
l )

C
(i)
out ≡

ni∧
l=1

(in(i)
l < 0 ∧ out

(i)
l = 0) ∨ (in(i)

l ≥ 0 ∧ out
(i)
l = in

(i)
l )

Essentially, the input constraint C(i)
in fixes the input of layer i as the weighted sum

over all the outputs from the previous (i − 1) layer neurons, plus the bias terms. On
the other hand, C(i)

out encodes the ReLU activation function as the output of the i-th
layer, which essentially set the output as 0, if the input is a negative value, otherwise
it sets the output as the value equal to the input. Note that, the input layer of the
network model does not have ReLU, and therefore, for the output of the l-th neuron
on the input layer, we add the constraints out0l = x⃗(l) where x⃗ = x⃗(1), . . . , x⃗(n). So,
the input to a neuron l on the first hidden layer in(1)

l is the weighted sum over all the
xis plus the bias term of the neuron l. Therefore, the constraint defining the input to
the first hidden layer can be described as follows.

C
(1)
in ≡

n1∧
l=1

(in(1)
l = Σn

j=1w
(0)
jl xj + b

(1)
l )

Thus, we generate the logical constraints for k hidden layers and conjunct them
all together to obtain the final constraint describing the hidden layers of the neural
network model as follows.

Chidden ≡
k∧

i=1
C

(i)
in ∧ C

(i)
out

Example. We use the example network model depicted in Figure 2.2 to exemplify
the hidden layer encoding we described above. We begin with the first hidden layer of
the network model and to this end, the constraints defining the inputs to the neurons
n

(1)
0 , n(1)

1 and n
(1)
2 can be described as follows:

in
(1)
0 = w

(0)
00 ∗ x0 + w

(0)
10 ∗ x1 + w

(0)
20 ∗ x2 + 0.784

in
(1)
1 = w

(0)
01 ∗ x0 + w

(0)
11 ∗ x1 + w

(0)
21 ∗ x2 + 0.142

in
(1)
2 = w

(0)
02 ∗ x0 + w

(0)
12 ∗ x1 + w

(0)
22 ∗ x2 + 0.921

The conjunction of all the input constraints in(1)
0 ∧in(1)

1 ∧in(1)
2 form the input constraint

C
(1)
in of the first hidden layer, i.e.,

C
(1)
in ≡ in

(1)
0 ∧ in

(1)
1 ∧ in

(1)
2 .

Next, the encoding of the activation function ReLU is performed by considering two
cases for each neuron. For instance, for the neuron n(1)

0 , we get (in(1)
0 < 0 ∧ out(1)

0 = 0)
when the input to the neuron–as the linear combination of the previous layer neurons
(in this case the input neurons) and the weights, plus the bias terms–is computed to
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be a negative value. Similarly, we get the constraint (in(1)
0 ≥ 0 ∧ out(1)

0 = in
(1)
0 ), when

the input value is positive. Next, we perform the disjunction of these two constraints
to get a single constraint defining the ReLU for neuron n

(1)
0 . Similarly, we derive the

ReLU constraints for the other neurons and thus, in the end we get the constraint
defining the output of the first hidden layer as follows:

C
(1)
out ≡ ((in(1)

0 < 0 ∧ out
(1)
0 = 0) ∨ (in(1)

0 ≥ 0 ∧ out
(1)
0 = in

(1)
0 ))

∧((in(1)
1 < 0 ∧ out

(1)
1 = 0) ∨ (in(1)

1 ≥ 0 ∧ out
(1)
1 = in

(1)
1 ))

∧((in(1)
2 < 0 ∧ out

(1)
2 = 0) ∨ (in(1)

2 ≥ 0 ∧ out
(1)
2 = in

(1)
2 ))

In a similar manner, we derive the input constraint for the second hidden layer as C(2)
in

and the output constraint as C(2)
out, which can be described as,

C
(2)
in ≡ (in(2)

0 = w
(1)
00 ∗ out(1)

0 + w
(1)
10 ∗ out(1)

1 + w
(1)
20 ∗ out(1)

2 + 0.843)
∧(in(2)

1 = w
(1)
01 ∗ out(1)

0 + w
(1)
11 ∗ out(1)

1 + w
(1)
21 ∗ out(1)

2 + 0.329)
∧(in(2)

2 = w
(1)
02 ∗ out(1)

0 + w
(1)
12 ∗ out(1)

1 + w
(1)
22 ∗ out(1)

2 − 0.730)

C
(2)
out ≡ ((in(2)

0 < 0 ∧ out
(2)
0 = 0) ∨ (in(2)

0 ≥ 0 ∧ out
(2)
0 = in

(2)
0 ))

∧((in(2)
1 < 0 ∧ out

(2)
1 = 0) ∨ (in(2)

1 ≥ 0 ∧ out
(2)
1 = in

(2)
1 ))

∧((in(2)
2 < 0 ∧ out

(2)
2 = 0) ∨ (in(2)

2 ≥ 0 ∧ out
(2)
2 = in

(2)
2 ))

We furthermore conjunct all the above constraints to derive the hidden layer con-
straints for the network as,

Chidden ≡ C
(1)
in ∧ C

(1)
out ∧ C

(2)
in ∧ C

(2)
out.

Output layer encoding. Same as the decision tree model, here we also describe
the encoding of the output layer for three individual cases: single-label and multi-label
classification and then regression learning.

Single-label classification. First of all, for the single-label classification, we define a
variable class denoting the final prediction of the model. Here, the number of
output neurons is equal to the number of class values, i.e., |Y |, and the output
prediction is determined by considering the input values received by each of the
output neurons. For instance, if the l-th output neuron receives the maximal
input, the final prediction by the neural network would be l 7. Now, to encode
the output layer k + 1, we first need the constraint in(k)

c for every c ∈ |Y |, or in
other words, for every output neuron. This can be derived as C(k+1)

in using the
encoding technique described beforehand and written as follows:

7Note that, typically the classes associated with the output neurons are determined in a top-down
manner. Hence, the l-th class is associated with the l-th neuron from the top.
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3.2 Encoding

C
(k+1)
in ≡

nk+1∧
l=1

(in(k+1)
l = Σnk

j=1w
(k)
jl out

(k)
j + b

(k+1)
l )

Next, the output constraint for the output layer is defined by encoding arg-max
function over the inputs of the output layer neurons which essentially encodes
the technique for predicting class values by the single-label neural network. For
each class c, the constraint can be defined as follows 8:

C
(k+1)
out (c) ≡

( ∧
c′ ̸=c

(in(k+1)
c ≥ in

(k+1)
c′ ) ∧ class = c

)

This constraint encodes that if the input value received by the output neuron,
corresponding to the class c (in(k+1)

c ) has a larger value than all the other input
values received by all the other output neurons, then class c will be selected.
Note that, a common approach in the case of single-label classification of the neu-
ral network model, is to perform a sort of normalization on the output layer, for
instance applying the softmax function. This function essentially converts a vec-
tor of N numbers to a probability distribution of N possible outcomes [GBC16].
However, such transformation does not alter the final prediction we compute by
considering the output node with the maximum value.

Multi-label classification Now for the multi-label classifier, we define a Boolean vari-
able classℓ for every label ℓ ∈ L. Unlike the single-label classification approach,
here the classℓ for a label ℓ, can be either 0 or 1, decided based on a threshold
th (which is learned). More specifically, if the input in(k+1)

ℓ for the l-th output
neuron is greater than th, the prediction will be given as 1, otherwise 0. The
constraint for the output layer thus can be described as follows:

C
(k+1)
out ≡

nk+1∧
ℓ=1

(in(k+1)
ℓ ≥ th ∧ classℓ = 1) ∨ (in(k+1)

ℓ < th ∧ classℓ = 0)

Regression Finally, for regression learning the output layer consists of a single neuron
and the output prediction outk+1 is simply the input to the neuron ink+1 and
can be described as follows:

C
(k+1)
out ≡ outk+1 = (in(k) = Σnk

j=1w
(k)
jl out

k
j + b

(k+1)
l )

Thus, the output constraint in this case simply fixes the output of the neural
network model to be the input to the neuron of the output layer 9.

In this way, we get two constraints for the output layer and we define the output
layer constraint for any learning approach as follows:

8For simplicity, the encoding described here assumes there are no ties.
9Note that, since the input constraint C

(k+1)
in can be similarly obtained for the multi-label classifi-

cation and regression learning as described for the single-label classification approach, we do not
repeat it for the former two approaches.
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3 Logical Encoding

Coutput ≡ C
(k+1)
in ∧ C

(k+1)
out

Finally, the conjunction of the hidden layer constraint and the output layer con-
straint gives us the encoding describing the entire neural network model (Cnn) as
follows:

Cnn ≡ Chidden ∧ Coutput

Example. We exemplify the encoding of the output layer considering the three
learning cases separately using our example network model in Figure 2.2.

• First of all, considering the network performing single-label classification, we
encode the output layer in such a way that the node with the maximum input
value is chosen for the corresponding class value. To this end, we first encode
the input constraint to the output layer as follows:

C
(3)
in ≡ (in(3)

0 = w
(2)
00 ∗ out(2)

0 + w
(2)
10 ∗ out(2)

1 + w
(2)
20 ∗ out(2)

2 − 0.178)
∧(in(3)

1 = w
(2)
01 ∗ out(2)

0 + w
(2)
11 ∗ out(2)

1 + w
(2)
21 ∗ out(2)

2 − 0.182)

For the two output neurons at the output layer, we need to derive two constraints
for each of those, giving the prediction for the two classes, 0 and 1. Thus, the
output constraints can be described as follows:

C
(3)
out(0) ≡ ((in(3)

0 ≥ in
(3)
1 ) ∧ class = 0)

C
(3)
out(1) ≡ ((in(3)

1 ≥ in
(3)
0 ) ∧ class = 1)

The conjunction of these two constraints form the output layer constraint as

C
(3)
out ≡ C

(3)
out(0) ∧ C

(3)
out(1).

For example, assuming in
(3)
1 = 0.584 and in

(3)
0 = 0.0, we have the constraint

C
(3)
out(0) ≡ (false ∧ class = 0), and C

(3)
out(1) ≡ (true ∧class = 1), leading to the

prediction of class 1.

• Consider our example network to be a multi-label classifier with two class labels.
The input constraint of the output layer in this case remains the same as before,
i.e., C(3)

in . To encode the output constraints in this case, we require two Boolean
variables classℓ1 and classℓ2, denoting two class labels corresponding to the out-
put neurons n(3)

0 and n
(3)
1 , respectively. Essentially, when either of the output

neurons receiving input from the previous layer has a larger or equal value than
a threshold th, the prediction corresponding to that neuron would be considered
as 1. Hence, in this case, we get two constraints for each of the output neurons
and the conjunction of these two forms the final output constraint, which can be
defined as follows:

C
(3)
out ≡ ((in(2)

0 ≥ th ∧ classℓ1 = 1) ∨ (in(2)
0 < th ∧ classℓ1 = 0))

∧((in(2)
1 ≥ th ∧ classℓ2 = 1) ∨ (in(2)

1 < th ∧ classℓ2 = 0))
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3.3 Computation of Property

For example, assuming th = 0.5 and in
(2)
0 = 0.76 and in

(2)
1 = 0.32, we have

((true ∧classℓ1 = 1) ∨ ( false ∧classℓ1 = 0)) ∧ ((false ∧classℓ2 = 1) ∨ ( true
∧classℓ2 = 0)), which in turn evaluates to (classℓ1 = 1) ∧ (classℓ2 = 0).

• Finally, assuming the example network to be a regression model, we have only a
single neuron n(3)

0 in the output layer. Thus, we get a single input constraint for
the output neuron as,

C
(3)
in ≡ (in(3)

0 = w
(2)
00 ∗ out(2)

0 + w
(2)
10 ∗ out(2)

1 + w
(2)
20 ∗ out(2)

2 − 0.178).

The output constraint in this case simply fixes the prediction to be equal to the
input to the neuron as in(3)

0 ,

C
(3)
out ≡ out3 = (in(3) = w

(2)
00 out

2
0 + w

(2)
10 out

2
1 + w

(2)
20 out

2
2 + b

(3)
0 )

Here out3 essentially gives the output prediction as a real-valued number by the
neural network model.

The conjunction of the input and the output constraints for the output layer, con-
sidering any learning approach gives us the output layer constraint for this network as
follows:

Coutput ≡ C
(3)
in ∧ C

(3)
out

Finally, the conjunction of the hidden layer constraint Chidden and the output con-
straint Coutput gives us the logical formula describing the entire network model 10.

Next, we describe how we use the logically encoded formula of an ML model to
compute a specific property by using satisfiability solving technique.

3.3 Computation of Property

Once we have the logically encoded model, next we use it to compute a specific prop-
erty on it. As mentioned before, we require the encoding of the two ML models for
two different contributions of this thesis, for computing the equivalency between two
decision tree models and computing a specific property on the approximated model (ei-
ther decision tree or neural network), thereby testing the property on the given model
under test. In both of these cases, we compute a specific property on the encoded
model. While the property we check in the former work (i.e., testing balanced data
usage) is the equivalence property, for the latter case, the property we check depends
on the specification as specified by the tester. However, the technique to compute the
property for both of these two cases remains the same and is performed by using SMT
solving technique.

The types of properties we consider in this thesis are typically written in pre- and
post-condition format. The pre-condition specifies constraints on the inputs of the
model under test, and the post-condition specifies the constraints on the output(s).
Let us assume, φpre and φpost denote the logical constraints for pre- and post-conditions
10Note that the code implementing the models to logical formulas can be found in this link:

https://github.com/arnabsharma91/model2logic
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1 ; Encoding of the tree of Figure 3.1
2 (true ∧ (x0 < 10) ∧ n

(1)
1 ) ∨ ((false ∨ ¬(x0 < 10)) ∧ ¬n

(1)
1 )

3 (n(1)
1 ∧ (x1 < 65) ∧ n

(2)
1 ) ∨ ((¬n

(1)
1 ∨ ¬(x1 < 65)) ∧ ¬n

(2)
1 )∧ (n(2)

1 ⇒ class1 = 0)
4 (n(1)

1 ∧ (x1 ≥ 65) ∧ n
(2)
2 ) ∨ ((¬n

(1)
1 ∨ ¬(x1 ≥ 65)) ∧ ¬n

(2)
2 )∧ (n(2)

2 ⇒ class1 = 1)
5 (true ∧ (x0 ≥ 10) ∧ n

(1)
2 ) ∨ ((false ∨ ¬(x0 ≥ 10)) ∧ ¬n

(1)
2 )

6 (n(1)
2 ∧ (x1 < 60) ∧ n

(2)
3 ) ∨ ((¬n

(1)
2 ∨ ¬(x1 < 60)) ∧ ¬n

(2)
3 )∧ (n(2)

3 ⇒ class1 = 0)
7 (n(1)

2 ∧ (x1 ≥ 60) ∧ n
(2)
4 ) ∨ ((¬n

(1)
2 ∨ ¬(x1 ≥ 60)) ∧ ¬n

(2)
4 )∧ (n(2)

4 ⇒ class1 = 1)
8
9 ;Constraint describing the negation of the property

10 ((x0 = 0) ∧ (x1 = 0))
11 ¬(class = 0)

Figure 3.3: Logical encoding of the property and the decision tree model

respectively, and φmodel denotes the logical formula describing the model under test.
The property specified in this format (φprop) takes the following form:

φprop ≡ φpre ⇒ φpost

Thus, the specification mandates if the pre-condition is satisfied then the post-
condition must also be satisfied. Now, in computing a property using satisfiability
solving approach, we essentially aim to find out whether we can find a case where
the property is violated. For this, we take the negation of the property specification
(denoted as φ¬prop) which can be derived as follows:

φ¬prop ≡ ¬(φpre ⇒ φpost) ≡ ¬(¬φpre ∨ φpost) ≡ φpre ∧ ¬φpost

In summary, we aim to find out given the pre-conditions are evaluated to be true,
if there exists a case where the post-condition is false or the negation of the post-
condition is true. Hence, to compute this on the ML model, we generate a formula of
the following form:

φ ≡ φmodel ∧ φpre ∧ ¬φpost

Essentially, given this formula to the solver, it will attempt to find a satisfiable
example where φ is evaluated to be true. For this, each part of the formula needs to
be true, since they are logically conjoined. Given this formula to an SMT solver, it
would then return a logical model as the satisfiable example of this formula (if exists),
where the ¬φpre, φpost, and φmodel, are true. This would then imply that an input
to the model is found satisfying the pre-condition, the output corresponding to which
fails to satisfy the post-condition, thus violating the property. On the other hand, if
the solver does not find any satisfiable example to this formula, it would then imply
that there does not exist any interpretation of the formula for which the ¬φpost is
true 11 and thus the model satisfies the property.

Next, we give a simple example to illustrate how the computation of a property
on the logical formula of an ML model is performed using the satisfiability solving
technique.

For this, we take a simple property that specifies if the elements of the input instance

11Note that, the model formula φmodel is always true.
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are all zeros, then the prediction should also be zero 12. More formally:

∀x⃗ ∈ X⃗ : ∀i ∈ {1, . . . , n} : x⃗(i) = 0 ⇒ M(x⃗) = 0

To compute this property, let us take the example decision tree depicted in Figure 3.1
(page 41). Based on the inputs x0 and x1 of the tree, we can write the logical constraint
describing the property for this tree as,

φprop ≡ ((x0 = 0) ∧ (x1 = 0)) ⇒ (class = 0)

The property essentially contains two parts, the constraint ((x0 = 0) ∧ (x1 = 0))
specifies the pre-condition, and the constraint (class = 0) specifies the post-condition.
Thus, the negation of the property can be written as,

φ¬prop ≡ ((x0 = 0) ∧ (x1 = 0)) ∧ ¬(class = 0)

Figure 3.3 shows the encoding of the entire formula (tree model and the property
with the negated post-condition) we use to compute the property on the model. Note
that, for simplicity, we do not write the conjunction between the lines and implicitly
assume that all the constraints in different lines are conjoined. When this formula
is given to the satisfiability modulo theory (SMT) solver, it would then attempt to
find a satisfiable example which in this case cannot be found. This would then imply,
since we cannot find any satisfiable example to the formula with the negation of the
property 13, the model satisfies the property. In other words, in this case, we cannot
find an interpretation of the variables in this formula, such that the formula can be
evaluated to be true and thus we prove the satisfaction of the property on the model.

Now, supposedly consider, we want to check a property as, if x0 > 20 and x1 < 50
then the prediction is class = 1, which can be formulated as,

((x0 > 20) ∧ (x1 < 50)) ⇒ (class = 1)

Note that, to compute this property on the model in order to find a violation of
the property, we take the negation of the post-condition, and thus, the negation of the
property is written as,

((x0 > 20) ∧ (x1 < 50)) ∧ ¬(class = 1)

After connecting the above constraint to the logical formula of the tree of Figure 3.1,
and then applying an SMT solver on the entire formula, we could find a logical model
as the satisfiable example, for instance as, {x0 7→ 21, x1 7→ 49, class 7→ 0}. Hence,
this property is said to be violated on the decision tree model and the logical model
returned by the solver would be then considered as a counter-example to the property.

Note that, this property computation method renders the idea of constraint-based
verification technique, where this is used to formally prove that a software program
meets its specified requirements. It involves the use of logic and reasoning to verify the
correctness of a program [HH19]. This technique is further used to verify robustness

12Note that, this property is termed as infimum property and in our thesis we later show the evaluation
of this property on the learned regression models.

13For simplicity, we write the ‘negation of the property’ to denote the property with the negated
post-condition.
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properties of the deep neural network models, for instance, in the works of Ehlers et
al. [Ehl17], Katz et al. [KBD+17, KHI+19]. However, in contrast to these approaches
we do not use this technique to verify robustness property on the given model. Rather,
we use this to verify a (specified) property on the inferred model, thereby testing the
property on the MUT. Moreover, we use this technique in checking equivalence prop-
erty of two decision tree models while testing balancedness property of the algorithm,
which none of the previous works have considered.

To conclude, in this chapter, we gave the foundation of logic and theories and de-
scribed how we encode two machine learning models into logical formulas through
examples. Furthermore, we have shown the property computation technique on the
learned model by using the satisifiability checking approach. In the subsequent chap-
ters, we use these techniques in the testing of the balanced data usage property of
the decision tree algorithm (Chapter 4) and in describing the test data generation
technique for our property-driven testing approach.
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The principle idea of this thesis is to develop testing mechanisms for both the learning
and prediction phases of the machine learning pipeline. To achieve this goal, in this
chapter, we start with the testing of learning algorithms (or, in short learners). A
machine learning algorithm in its learning phase generalizes from a given training
dataset to generate a predictive function or model to which if an input instance is
given, an output is predicted. However, it is essentially unclear, whether the generated
model is the expected one, since there does not exist an oracle to define a so called
correct outcome of the learning phase. In other words, a ground truth in terms of a
target function to compare the generated predictive function or the model against is
mostly missing.

The missing oracle problem is not new in software testing and it can be found in
many other types of programs, for instance in compilers, search engines, and programs
implementing mathematical functions, where characterizing specific requirements on
the output is not possible. These types of programs are referred to as non-testable
or untestable programs, terms coined by Weyuker in her work on discussing this issue
in software testing [Wey82]. To tackle the oracle problem, researchers first came up
with the idea of implementing several versions of a program and comparing their
outputs to detect discrepancies, which is termed N-way testing [MK01]. However,
implementing several versions of a large program is a complicated task. Therefore,
Chen et al. [CLM04] proposed the metamorphic testing technique to alleviate the
missing oracle problem. The basic idea of the metamorphic testing approach is to
apply a specific transformation (also called a metamorphic relation) on an initial set
of (randomly generated) inputs and then check whether the outputs generated before
and after applying the transformations, by executing both the inputs on the programs
under test, obey the desired relationship. For example, a program that outputs the
shortest distance between a source and a distance point should be producing the same
result even when we change the source to destination and destination to source. The
metamorphic relations to consider in this testing approach, therefore, depend on the
domain and the problem at hand.

Now, a program implementing a machine learning algorithm can also be categorized
as a non-testable program since it cannot be determined whether the output (which in
this case is a statistical model) is the correct one. Thus, we need a definition for the
correct outcome of the learning phase. To solve this problem, we first define a property
called the balanced data usage or in short balancedness of the learning algorithms. We
say, as the sole purpose of the learning algorithm is to learn from the training instances
in its learning phase, the algorithm should be learning from the entire dataset. In other
words, the learning algorithm should not keep out any of the instances or features and
treat all the features and instances of the training dataset in the same way. We aim
to determine whether the learner is learning what is in the training data or by design
is not considering some specific instances or features in the dataset. This would then
essentially imply that the learning algorithm is not learning from the dataset the way
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it is expected.
Precisely, we use the idea of metamorphic testing to define the balancedness property

of learning algorithms. This is done by formally defining balancedness by considering
some specific metamorphic transformations (MT) on the training data. More specif-
ically, we define the property with the use of three domain independent MTs on the
training data, and constrain for each of the transformations applied on the training
data, the learning algorithm should generate the same model, before and after applying
the transformations. To test this property, we furthermore provide a testing approach,
implemented in a tool named TiLe.

Now, one significant challenge in this testing approach is to check the equality of the
two models generated before and after applying a specific metamorphic transformation,
or, in other words, finding out the equivalency between two models. We employ two
techniques for it: (a) computing and (b) testing the equivalency between two models.
There are pros and cons to both of these techniques. However, in combination, they
constitute an effective equivalency checking mechanism.

We start by formally defining the balanced data usage property in Section 4.1. Then
we present our testing framework using the idea of metamorphic testing in Section 4.2.
We have implemented our testing approach in a tool called TiLe (details of which are
given in Appendix A.1). Then we evaluated TiLe on a number of machine learning
algorithms which we describe in Sections 4.3 and 4.3.2. Finally, we discuss the related
works in Section 4.5 to end the chapter.

4.1 Balanced Data Usage

We start by introducing some basic terminologies in machine learning and then formally
define the balanced data usage property.

A supervised learning algorithm gets a training dataset in its learning phase and
learns by generalizing the dataset to generate a predictive model (or in short model).
This model can be defined as follows:

M : X1 × . . .×Xn → Y

Here Xi denotes the value set of feature i (also called attribute or characteristic
i), and 1 ≤ i ≤ n. Y denotes the set of classes1 We furthermore use X⃗ to write
X1 × . . .×Xn. Note that, depending on the type of the feature values Xi, the feature
i can be categorical (string value), or numerical (integer or real values) 2.

After the learning, in the prediction phase, the learned model gets a data instance
(x1, . . . , xn) ∈ X⃗, to which the model M assigns a class y ∈ Y to it. We assume
M to be the set of all such models which are generated on arbitrary value sets and
classes. Let M1 and M2 are two models where M1,M2 ∈ M and we can define their
equivalency as follows:
Definition 4.1 Any two models M1 and M2, are said to be equivalent, denoted as
M1 ≡ M2, if for any data instance x = (x1, . . . , xn) ∈ X⃗, we have M1(x) = M2(x).

1In this chapter, we only consider checking the single-label ML algorithms and therefore, we only
give here the formalization corresponding to that.

2There are other types of features such as text or array which constitute of these two basic feature
types.
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Table 4.1: Example banking data set
No. income age gender class

1 1000.0 35 male 1
2 800.0 40 male 0
3 1200.0 53 female 1
4 900.0 30 female 0
5 800.0 38 female 0

To learn a predictive model, the learning algorithm in its learning phase gets a train-
ing dataset which contains a set of training instances T , where T ∈ X⃗ × Y . Suppose,
the set of training instances consists of m number of instances and each of these in-
stances are vector of size n, hence, T = ((x1

1, . . . x
1
n), y1), . . . ((xm

1 , . . . x
m
n ), ym). Along

with the set of training instances, the training dataset also contains a list of feature
names, F = (f1, . . . , fn). In this thesis, we only consider a tabular representation of
the dataset which is essentially a two dimensional matrix, containing rows as data in-
stances and columns as feature values. The first row of the dataset defines the feature
names, and the last column gives the class values for each of the instances. Assuming
F to be the set of all feature name lists and T be the set of all training data, we define
the learner (i.e., the learning algorithm) as a function of the following form:

learn : F × T → M

The number of features or the size of the feature names list fits the number of
columns in the training dataset.

The learner in its learning phase gets a training dataset (F, T ) ∈ F × T , and then
generates a predictive model as M . Table 4.1 shows the example of a small training
dataset (inspired by one of our previous work [SW20b]). Here, we have three features
F = (income, age, gender), amongst which income and age are numerical and gender
is categorical (i.e., containing string values). Now, for each of these features, we have
five feature values, giving five training instances and for each of these instances, we
get class values given by the last column (named as class).

Balanced data usage or balancedness property requires the learning algorithm to
use the training data entirely and not keep out any of them. For instance, in case of
our example dataset when presented as training data to a learner, it should use all
these five instances and three feature values in the same way to learn a model. In
other words, the position of the instances and the features or their names and values
should not affect the learning process in any way. More formally, we want the learning
algorithm to be invariant in terms of generating a model when specific transformations
are applied to the training dataset. This matches with the typical idea of metamorphic
testing, where an input and its transformed version are given to a system under test,
and the two outputs are then checked for a specific relation. The transformations that
we consider here are thus metamorphic transformations and we furthermore expect
that the two models learned from these two datasets (i.e., original and transformed)
are equivalent (based on the definition of equivalency in Definition 4.1). We use the
term transformation instead of relation in the rest of the chapter, as we use them to
transform the original training data into a new one.

To this end, we consider four metamorphic transformations: permuting the rows
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(instances), columns (feature values), and feature names, and renaming the feature
values. Since our transformations are permutative in nature we first of all define
permutation through a bijective function π : Nl → Nl, where Nl = {1, . . . , l}. The set
of all such permutations with l elements can be defined as Sl, thus, |Sl| = l!. Based
on this, next we define the metamorphic transformations.

Permutation of instances. Given a set of training instances, this metamorphic trans-
formation changes the ordering of the instances, i.e., it gives a new ordering of
the instances or rows of the training set. More formally, assuming we have a
training dataset as T = ((x1

1, . . . x
1
n), y1), . . . ((xm

1 , . . . x
m
n ), ym) containing m in-

stances. For a permutation function π ∈ Sm applied on the training set T we
get the transformed dataset as, π(T ) = ((xπ(1)

1 , . . . x
π(1)
n ), yπ(1)), . . . ((xπ(m)

1 , . . .

x
π(m)
n ), yπ(m)).

Example. We now give an example of applying the instance permutation op-
eration on the dataset presented in Table 4.1. For this dataset T=((1000.0,
35, male), yes), ((800.0, 40, male), no), ((1200.0, 53, female), yes), ((900.0, 30,
female), no), ((800.0, 38, female), no) containing 5 instances, if we apply a per-
mutation function π ∈ S5, we get a permutation as, π(T ) =((800.0, 40, male),
no), ((1200.0, 53, female), yes), ((1000.0, 35, male), yes), ((800.0, 38, female),
no), ((900.0, 30, female), no). Here the first row is moved to the third position.
The second and the third rows become the first and the second rows respectively.

Permutation of features. This transformation when applied on the training dataset
changes the order of the columns. However, this is only applied to the set of
columns containing feature values and exempts the column containing the class
values. For a given dataset T , containing n features and (n + 1)th column
denoting the class values, a permutation function π ∈ Sn when applied on T ,
gives ((x1

π(1), . . . x
1
π(n)), y1), . . . ((xm

π(1), . . . x
m
π(n)), ym).

Example. For our example dataset, when the feature permutation is applied as
π ∈ S3, we get the transformed dataset as π(T ) =((40, 800.0, male), no), ((53,
1200.0, female), yes), ((35, 1000.0, male), yes), ((38, 800.0, female), no), ((30,
900.0, female), no). The first and the second columns here have moved their
positions to second and first columns respectively.

Shuffling the feature names. The shuffling of the feature names simply permutes the
feature names of the dataset. We take a permutation function π ∈ Sn and apply
it to the list of feature names F = (f1, . . . , fn), and get, π(F ) = (fπ(1), . . . fπ(n)).
We do not consider the class as a feature name and this transformation is only
applied to the feature names and not to the data instances.
Example. In this case, the rows and the columns of the dataset remain the
same with only exception being the column names or feature names. Hence, for
our running example dataset, we get a new list of feature names as for example,
π(F ) = (gender, age, income).

Renaming the feature values. In this transformation, we convert the categorical fea-
tures to numerical ones. More specifically, if a feature contains categorical values,
we replace them with numerical values by using fixed mapping. We assume, the
domain of such a categorical feature Xi to be finite, |Xi| = di, where 1 ≤ i ≤ n.
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The renaming function can be defined as a bijective function, numi : Xi → Ndi
,

and Ndi
= {1, . . . , di}. The resulted training set after applying this transforma-

tion is, ((num1(x1
1), . . . numk(x1

n)), y1), . . . (num1(xm
1 ), . . . numk(xm

k )), ym).

Example. In our example banking dataset we have two numerical features,
income and age, and one categorical feature gender. Hence, we rename the
feature values of our example dataset by considering male mapping to 0 and
female to 1.

We define a set P containing the three permutation transformations–permutation
of features, permutation of instances, and shuffling of feature names, and we use p to
denote an element of it, i.e., p ∈ P . We further define Types = {pr, pc, sf , rf } to be
the set of transformation types we consider. For this, we denote row permutation as
pr, column permutation as pc, feature name shuffling as sf and renaming of feature
values as rf . We furthermore let type(p) ∈ Types. We assume (F, T ) ∈ F × T and a
metamorphic transformation p ∈ P when applied to (F, T ) gives a transformed training
data as p(F, T ). Finally, we are ready to formally define the balancedness definition
which can be defined as follows:

Definition 4.2 An ML algorithm learn : F × T → M is said to be balanced, if for
any feature vector and training data (F, T ) ∈ F × T , and for all the metamorphic
transformations p ∈ P , learn(F, T ) ≡ learn(p(F, T )).

The metamorphic transformations we consider in balancedness or balanced data
usage are domain-independent, since they are not considered based on the specifics of
any learning algorithms. For instance, permuting the rows or columns, or shuffling
the feature names should not have any effect on the learning, as any type of learning
algorithm does not consider the position of the instances or columns and the feature
names as part of its learning process. Therefore, we expect, all the ML algorithms
to be invariant under these transformations. If a learning algorithm generates two
different models before and after applying any of these transformations on the training
dataset, we say that the algorithm is sensitive to that transformation and hence, is
not balanced 3.

The idea is, although, for some machine learning experts, this is known that apply-
ing the metamorphic transformations on the training dataset we consider here, might
change the generated models for some algorithms, due to the specifics of the imple-
mentations of those algorithms, an ordinary software developer with no knowledge of
machine learning would not expect that. For instance, Pham et al. [PQW+20] found
that the changes in a generated model due to the specific implementations of an ML
algorithm were even unknown to machine learning practitioners both in industries and
academia. Thus, we believe the study of testing the balancedness of ML algorithms
would help to understand the extent to which ML algorithms generate different models
when changes are applied to the training data.

Next, we describe the testing approach for checking the balanced data usage prop-
erty.

3We do not consider renaming of feature values transformation as the part of the balanced data usage
property, see Section 4.3 for more explanation.

59



4 Balancedness Testing of ML Algorithms

<xml>
ML Algorithm

...
<\xml>

training data
repository

Metamorphic
transformation p

Training 2

Training 1

Equivalence
checker

Output

yes / no

M2

M1

p(F, T )

learn

(F, T )

••

•

TiLe

Figure 4.1: Workflow of the testing approach

4.2 Testing Approach

The central idea of the balanced data usage is to perform three metamorphic trans-
formations on the training data, and then finding out whether, in each of these cases,
equivalent models are being generated. As described beforehand (in Section 2.2.2 of
Chapter 2), the metamorphic testing approach works by first taking two inputs (the
original and the transformed ones) and then executing both of them separately on the
system under test to get two different outputs. These are then compared based on
the transformation that is being applied. Hence, using metamorphic testing to test
the balanced data usage property fits quite naturally. To test the balanced data usage
property we propose a metamorphic testing approach that consists of two main steps:
(a) applying the metamorphic transformations on the training dataset, (b) checking
the equivalence of the ML models generated before and after applying a transforma-
tion. We give a brief overview of our approach next and then describe these two steps
in detail.

4.2.1 Overview

The workflow of our testing approach is depicted in Figure 4.1. We have several parts
in this testing approach. First of all, as inputs, we give an ML classification algorithm
implemented in any of the machine learning libraries we consider4 and a metamorphic
transformation to apply to the training data, both of which can be specified by the
tester using an XML file 5.

As part of our framework, we furthermore have a set of training datasets, form-
ing a training data repository. Along with that, we have a unit applying the desired
metamorphic transformation p on the training dataset. Finally, there is an equiva-
lence checking mechanism which is used to check the equivalency between two models.
Given an input ML algorithm and a specific metamorphic transformation, first of all,
we take a training dataset (F, T ) from the data repository and apply the user-given
transformation p on it. Next, we train the algorithm on the original (F, T ) and the
transformed dataset p(F, T ), thereby resulting in two different models M1 and M2.
These models are then supplied to the equivalence checker, which then checks whether
the two models are equivalent. This process is then repeated for every (F, T ) in the

4The libraries we consider in this work are detailed in Section 4.3.
5An example of such an XML file can be found in Figure A.1 in page 146.
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data repository, and each time the models are checked by the equivalence checker. If
they are equivalent then the checker returns ‘yes’, otherwise ‘no’.

We check the balancedness property by considering each of the metamorphic trans-
formations p ∈ P (defined in Section 4.1), and for each of these transformations, we
check whether the generated models are equivalent. When any of the transformations
p resulted in non-equivalent models reported by the equivalence checker, for any of
the datasets in the training data repository, unbalancedness is detected and reported.
More formally, for our training data repository TR, if

∀(F, T ) ∈ TR : ∀p ∈ P : learn(F, T ) ̸≡ learn(p(F, T ))

then we say the transformation p applied on the training set (F, T ) has caused unbal-
ancedness.

However, apart from getting a simple yes/no answer in testing balancedness, we are
also interested in computing relative unbalancedness. This would then essentially give
us an idea of how often an ML algorithm shows sensitivity to a specific transformation.
Given a metamorphic transformation p ∈ P and for a training set (F, T ), we suppose,

diff (F, T, p, learn) =
{

1 if learn(F, T ) ̸≡ learn(p(F, T ))
0 else

Essentially, the diff (F, T, p, learn) function returns 1, if the transformation p when
applied on the training data (F, T ) resulted in a non-equivalent model, otherwise it
returns 0. We use this to first compute how each metamorphic transformation in-
dividually contributes to unbalancedness. In other words, we aim to find out the
relative unbalancedness for each transformation or the transformation specific bal-
ancedness indicator. For this, we furthermore define Pt(F, T ) = {p ∈ P | type(p) =
t ∧ p is applicable to (F, T )}. For a dataset (F, T ), we can apply the permutation π
function on it only if the permutation function π belongs to group Sm for the cor-
responding transformation p. For instance, let us consider the p to be the row per-
mutation and type(p) as rp. Then for a (F, T ) with m instances, we can apply the
transformation function only if π ∈ S. Hence, here ‘applicable’ refers to the fact that
the considered permutative metamorphic transformation for the balanced data usage
fits the number of rows of the training set. Thus, in the end, Pt(F, T ) gives the set of
different permutations corresponding to a metamorphic transformation t.

The relative unbalancedness or the transformation specific balancedness indicator
with respect to a transformation t, defined as bit(learn), can be deduced as follows:

bit(learn, F, T ) =
Σp∈Pt(F,T )diff (F, T, p, learn)

|Pt(F, T )|

bit(learn) =
Σ(F,T )∈TRbit(learn, F, T )

|TR|

With the bit(learn, F, T ), we first compute the relative unbalancedeness with respect
to the metamorphic transformation t for the dataset (F, T ). Note that the denomi-
nator in this case Pt(F, T ) gives the total number of permutations for the specific
transformation t applied on (F, T ). The numerator sums up the equivalence results
(either 0 or 1) for each of the permutations applied on the training data. bit(learn)
then computes the average of relative unbalancedness over all the training datasets in
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4 Balancedness Testing of ML Algorithms

the data repository.
However, the transformation specific balancedness indicator, in this case, cannot be

exactly computed in practice, since the number of possible permutations while consid-
ering a typical training dataset, is often too large. For example, a training dataset,
Census-income, considered as part of our training data repository, contains 48,842 in-
stances. Hence, for row permutation operation, generating 48,842! permutation of
instances and checking each of them is practically impossible. Therefore, in our work
we do not compute the exact values of different balancedness indicators or, we do
not check the equivalency considering each of the permutations. Rather we consider
approximated versions of them by considering some specific permutations. Our em-
pirical evaluation (in Section 4.3) showed, without considering all the permutations,
we still could find algorithms sensitive to different such transformations. Next, we de-
scribe these specific permutation strategies we adopt to check the balanced data usage
property.

4.2.2 Permutation Strategies
Balanced data usage property essentially requires three types of metamorphic trans-

formations to be applied to the training data–permutation of training instances, per-
mutation of feature values and the shuffling of feature names. However, due to a large
number of instances or features in most of the datasets, we cannot check for all the
possible permutations. Therefore, to this end, we employ some specific strategies to
select some of them. Next, we briefly describe each of the permutation strategies.

Random. In this case, we sample a fixed percentage of the total number of permuta-
tions uniformly at random. This percentage value can be configured by the tester
during the testing process. For example, let us consider that the tester specified
a value of 50% in performing column permutation (like in the example XML
file depicted in Figure A.1 on page 146). This means that 50% of all possible
permutations will be selected randomly and then will be checked when column
permutation is performed. For example, if a dataset contains 6 features, then⌈
(6! × 50)/100

⌉
or 320 different permutations will be checked. In other words,

we would then generate 320 different permutations of the columns resulting in
320 different transformed datasets. For each of these 320 cases, we would check
the equivalency between the models generated on the original and transformed
dataset.

Ordering. This is done by first of all giving the set of class values Y an ordering and
then sorting the training instances of the dataset based on that. To this end, we
perform the ordering of the instances either in ascending or in descending order
by keeping the ordering of the training data within the classes. This strategy can
only be applied for the permutation of the training instances and is not possible
to be used for permuting the feature values (i.e., columns).

Alternating. Here we again use the ordering on the set of class values and then reorder
the training instances so that the classes corresponding to each of the instances
alternate.

Reversing. This transformation simply inverses the order of the original training dataset,
either row-wise or column-wise (based on the specified transformation). For ex-
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ample, let us suppose, the training dataset we consider contains m instances.
This is defined as the set of ordered instances, ⟨i1, i2, . . . , im−1, im⟩, on which the
reversing the row operation would result in an order as ⟨im, im−1, . . . , i2, i1⟩. We
can similarly perform the reversing of the columns.

Batch-flipping. For this, first of all, we divide the training set into b number of batches
based on the user-given parameter shuffleBatchSize. For example, let us as-
sume that the size of each batch is 10 and therefore, if we have N number of
training instances we will have b =

⌈
N/10

⌉
number of batches. Once we have the

batches, next we randomly move the batches to any of the b positions. Initially,
we have b choices as we have b number of such blocks to fill in. This can be
thought of as if we have b number of training instances and we are performing a
random permutation on them. Except, in this case, each of them is not a single
instance, but rather a set of training instances. The total number of possible
permutations with b batches can again be very large if b is large. This can also
be controlled by the tester by providing a percentage value. This would then be
used to select the percentage of all possible permutations uniformly at random.
Furthermore, the size of the batch should not be really small, for instance, if it
is 1, we will end up performing a random permutation of instances.

Note that, except for random and reversing permutation strategies, the rest of them
are only applicable to the permutation of rows and not to feature values or columns.
In case of feature name shuffling transformation, we simply consider a single random
shuffle and not all possible permutations. Furthermore, as several of the ML algorithms
can only consider numerical attributes, we do not take the transformation –renaming
of the feature values– as a part of the balanced data usage property. Rather, we apply
this transformation to the training dataset beforehand as a part of the data processing
step, and therefore, none of the ML algorithms are considered to be sensitive to this.

After applying a metamorphic transformation on the training dataset we train the
given ML algorithm on it to generate a new model. Next, we check whether this newly
generated model is equivalent to the one we generated using the original training
dataset. This is done by performing equivalence checking methods which we describe
next.

4.2.3 Checking Equivalence

In this step, we check the equivalence relationship between the models generated be-
fore and after applying a transformation. To this end, we have several challenges to
overcome. First of all, as we discussed in the last chapter (Chapter 2), machine learn-
ing models can be of various types, depending on the learning algorithms being used.
On top of that, the learned models are essentially complex entities and therefore, we
need specific mechanisms to check the equivalency between them. For that, we employ
two mechanisms, namely computing and testing equivalence. First, we describe the
equivalence computation method and then we reason why this approach can only be
used for some algorithms. Thereafter, we give our equivalence testing approach and in
the end, we present an algorithm to effectively combine both of these mechanisms.
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Figure 4.2: Two syntactically different but equivalent trees

Computing Equivalence

This approach cannot be applied to all the classification algorithms and moreover,
the techniques would be different for different types of ML algorithms. We start by
describing the equivalence computation method for the decision tree algorithm.

Decision tree. Given a training dataset, a decision tree algorithm learns a (binary)
tree of decisions where the branches are conjoined with the conditions on the feature
values and the leaves denote classes (see Section 2.1.1 of Chapter 2 for more details
on decision trees). Let us consider Figure 4.2, where we have two trees, T1 and T2.
Let us assume that trees T1 and T2 are generated before and after applying a specific
metamorphic transformation respectively. These two trees look different as they have
different representations, however, they are defining the same model. Therefore, if we
use a simple technique like comparing tree branches and leaf nodes, it will fail in this
case and is not sufficient to determine whether the two trees are equivalent. Hence, we
give an equivalence checking mechanism by translating both of the decision trees into
logical formulas and then checking their logical equivalence by using the state-of-the-art
satisfiability modulo theory (SMT) solver Z3 [MB08].

To perform this checking, first of all, we need the logical formulas for the two trees.
For this, we use the encoding approach described in Section 3.2.1 of Chapter 3. Let us
assume, the logical encoding of the tree T1 is denoted as φT 1 and the tree T2 as φT 2.
We furthermore use the variables class1 and class2 to represent the class predictions
for T1 and T2 trees respectively.

Once we get the encodings of the trees, next we define the logical constraint specify-
ing the equivalency. Two machine learning models are said to be equivalent if for any
input, the predictions given by the models are the same, i.e., (class1 = class2) (see
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1 ; Encoding of the tree of Figure 3.2
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Figure 4.3: Logical encoding in finding out equivalence of tree models T1 and T2

Definition 4.1). Essentially, we aim to find out a satisfiable example for the formula
φT 1 ∧ φT 2 ∧ ¬(class1 = class2) by giving it to the SMT solver. If the solver finds a
satisfiable example to this formula, it would then give us a logical model as the assign-
ments to the features which in this case are x0 and x1 (and also the node variables),
for which the values of class1 and class2 are different. In other words, from the logical
model we could extract a feature vector, which given to the models T1 and T2, would
produce two different class values, and thus ¬(class1 = class2) constraint evaluates to
true and hence, the models are not equivalent. However, if the solver cannot find a
satisfiable example to the formula, then the two models are said to be equivalent since
the constraint ¬(class1 = class2) cannot be evaluated to be true for any assignment
of values to the features x0 and x1.

The encodings of the two trees T1 and T2 are given in Figure 4.3, based on the
approach discussed in Chapter 3, from Lines 2-7 and 10-15 respectively. Note that,
each line here represents the encoding of a node and all the lines are essentially con-
joined 6. Finally, in line 18, we give the logical constraint describing the negation of
the equivalency constraint. Given, this logical formula to a satisfiability checker, we do
not find a satisfiable example, and thus, it proves that these two trees are equivalent.
However, if we change any of the class values for either of the trees and keep the others
unchanged, we will have two non-equivalent trees. For instance, if we change the class
values of the leaf node n(3)

1 from 0 to 1 of the tree T2, then the trees are not equivalent
and we will get a counter-example as I = {x0 7→ 10, x1 7→ 0, class1 7→ 0, class2 7→ 1}.
It tells us, for the input vector (10, 0), the tree T1 gives a class value of 0, and the
tree T2 gives the class value of 1 and therefore, they are not equivalent.

Neural network. It is possible to use a similar sort of technique, as described
for the decision tree, in checking the equivalency of neural network (NN) models,
i.e., by translating the NN model into logical formula (using the technique described

6Note that we do not put a conjunction operation at the end of each line for the brevity.
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in Chapter 3) and computing for equivalency. However, there are two significant
challenges in performing such computations on the neural networks: (a) only specific
types of neural networks can be translated to logical formulas, and (b) even if we are
able to translate the NN model to logical formula, the satisfiability checking would
be time consuming due to the presence of a large number of arithmetic operators in
the encoding of the model. Therefore, in this case, we check the equivalency between
two neural networks models by comparing the weights and biases, i.e., by comparing
the two sets of parameters defining the networks. The two networks considered for
equivalence checking has the same architectures, i.e., an equal number of layers and
neurons, since they are generated by training a single given neural network algorithm
(i.e., the algorithm under test). However, note that, having the same architecture in
two neural networks does not automatically imply that they are equivalent models
since the parameters learned for the two networks could still be significantly different.
Our technique to compare the learned parameters of two networks can only be used
for ReLU network, is fast, and furthermore not bounded by the size of the network
compared to the satisfiability checking approach. For checking the equivalency of any
other types of networks, testing equivalency technique can be used 7.

Support vector machine (SVM). For SVM, we check the equivalency by com-
paring the hyperplanes between two SVM models. As described in Section 2.1.1 of
Chapter 2, the objective of this learning algorithm is to generate a hyperpalane in the
n dimensional space (where n is the size of the feature vector) which should distinctly
classify the data points. Hence, after the learning phase, this algorithm generates a
hyperplane as the learned model 8. For a binary classification problem, the hyperplane
takes the following form:

h(x1, . . . , xn) = w1x1 + . . .+ wnxn + b

Here, wj is the weight associated with the feature j and b is defined as the offset
value. The weights associated with the features and the offset are learned during the
learning phase of the SVM. Thus, a learned SVM model has a unique set of weights
and offset. To check the equivalency between two SVMs, we compare these parameters
between two models. If the difference between these two sets of parameters for two
SVM models are significant, we conclude that they are not equivalent.

Apart from these three algorithms, we also have an equivalence computation mecha-
nism for the logistic regression model. We do not describe it separately as this method
works similarly to the method described for SVM, i.e., by comparing the weights cor-
responding to the features.

However, we do not have computation techniques for checking the equivalence of
other types of machine learning models. There are two reasons for this: (a) some
ML algorithms do not generate any models after the learning phase which could be
computed for equivalence, and (b) even if we have models, computing equivalence can
be really expensive in some cases. ML algorithms like k nearest neighbors (k-NN)
and naive Bayes do not generate any model after the learning phase. For instance,
k-NN algorithm after the learning phase simply stores the training instances. During

7In this work, we check the balancedness of ReLU network, and checking other types of networks
such as convolutional or binarized networks are potential future work.

8Note that, if the training dataset contains instances that are not linearly separable, a non-linear
transformation is first performed on the plane by performing higher order polynomial transforma-
tions [AMMIL12].
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the prediction phase, for a given input instance, k nearest data points are computed.
The classes of those data points are then used to predict the class value of the input
instance (see Chapter 2 for more details). Thus, k-NN does not generate any model to
be used for the prediction phase. Naive Bayes algorithm works by simply computing
the posterior probability of predicting a class by using the Bayes theorem, or the
Gaussian process. Thus, naive Bayes also does not generate any model which could be
used for equivalence computation.

For the tree-based ensemble algorithms like random forest and boosting, it is possible
to apply a similar sort of mechanism as is used for decision trees. However, solving
the SMT formula describing the ensemble containing a large number of decision trees
would incur a huge runtime and therefore, SMT solving to find out equivalency in
this case is costly 9. As a result, currently, we use testing as a means to check the
equivalency of such models. To summarize, in this thesis, we developed equivalence
computation methods for decision trees, SVM, neural networks and logistic regression
algorithms, and for the rest, we perform equivalency testing which we describe next.

Testing equivalence

This testing approach follows the traditional random testing approach of generating
test inputs by using the uniform distribution and then executing them on the software
under test in order to find a failure. In our case, we randomly generate a test instance
x and then check if M1(x) = M2(x), and we do it for a number of such instances. Since
it is not possible to perform exhaustive testing, i.e., testing for all possible test inputs
using random testing, to this end, we employ some strategies to generate test cases in
a systematic way.

• First of all, we randomly generate some data instances from the domain of the
feature values X⃗ of the dataset. The number of such test instances generated
can be controlled by a tester-defined parameter INPUT-RATIO (see Algorithm 3)
as a percentage of all possible inputs of the feature values X⃗.

• We also use training data for testing the models. We randomly get a number
of training instances from the training dataset based on the input given by the
tester in TRAIN-RATIO. This value indicates the percentage of the training data
to be used for testing.

• Finally, in order to cover the corner cases we generate two instances with the
minimum and maximum of all the feature values (as obtained from the training
dataset). Along with that we also generate instances with the arithmetic mean
and median of all the feature values.

Algorithm 2 describes the overall equivalence checking approach which combines the
equivalence computation and the testing methods. This algorithm requires the inputs
as the two models to be checked; M1 and M2, and the original training dataset. In
Line 2 first we check, whether there exists an equivalence computation method for
the given type of model. If it exists, we compute, and if we find the two models to
be equivalent, we return true (in Line 5). Otherwise, when our computation method

9Note that there are some recent works such as [IISM22] which gives SAT encodings for these models.
As a potential future work, this can be used to compute equivalency for the tree based models.
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Algorithm 2 equi (checking equivalence of models)
Input: M1, M2 ▷ models to be compared

(F, T ) ∈ F × T ▷ features and training data
Output: boolean ▷ yes or no answer

1: equal := false;
2: if equiComputable(type(M1)) then ▷ compute equivalence
3: equal := computeEquitype(M1)(M1, M2);
4: if (equal) then
5: return true;
6: else ▷ test equivalence
7: equal:= equiTest(F, T ,M1,M2);
8: return equal;

finds the models to be not equivalent or in case of non-applicability of the equivalence
computation method, we call the equiTest algorithm (in Lines 6-7).

The equiTest algorithm 3 essentially performs testing to check the equivalency be-
tween two models. We earlier mentioned our two main sources of getting the test
inputs: random input generation from the domain of feature values and randomly
taking the test inputs from the training dataset. In this algorithm, we effectively com-
bine these two approaches. First, we randomly generate INPUT-RATIO percentage of
instances from the domain of feature values X⃗. The function random(X⃗) in Line 4
generates an input instance uniformly at random. If this input is not generated before-
hand, it is included in test set ts (Lines 5-6). With this newly generated instance, we
check if it shows the violation of the equivalency, if yes, we return. Otherwise, we go
on until we generate a fixed number of test inputs (given by the value of no-random).

After testing with the randomly generated instances, we furthermore randomly take
the instances from the training dataset as test inputs and test equivalency (Lines 10-
15). Finally, the minimum, maximum, arithmetic mean, and median are computed
from the set of feature values X⃗. For each of these functions f in Line 16, we generate
the corresponding instance by applying the function on the training set T in Lines
17-18. If these instances are not already generated by the random generation process
beforehand they are added to the test set ts and then used to check for equivalency
(Lines 19-22).

The equivalency checking between two models corresponding to a test instance is
performed by the Algorithm 4. To this end, for any generated test inputs t ∈ X⃗,
assuming the prediction corresponding to M1 and M2 are y1 and y2 respectively, then
we check whether y1 = y2.

The entire framework implementing the workflow from Figure 4.1 and the Algo-
rithms 2, 3 and 4 are implemented in a testing tool called TiLe 10. We give a brief
description of the tool in Section A.1 of Appendix A.

4.3 Evaluation
In this section, we describe the experimental evaluation of our testing tool TiLe (Test-
Ing of LEarners) on learning algorithms. In our evaluation, we aim at testing the ML
classification algorithms taken from 5 different ML libraries with respect to the bal-
10https://github.com/arnabsharma91/TiLe
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Algorithm 3 equiTest (testing equivalence of models)
Input: M1, M2 ▷ models to be compared

(F, T ) ∈ F × T ▷ features and training data
Output: boolean ▷ yes or no answer

1: ts:= ∅; count :=0;
2: no-random := INPUT-RATIO×|X⃗|

100 ;
3: while count < no-random do
4: t := random(X⃗); count := count + 1;
5: if (t /∈ ts) then
6: ts := ts ∪ {t};
7: if ¬equiv(M1, M2,t) then
8: return false;
9: no-train := TRAIN-RATIO×|T |

100 ; count :=0;
10: while count < no-train do
11: t := random(T ); count := count + 1;
12: if (t /∈ ts) then
13: ts := ts ∪ {t};
14: if ¬equiv(M1, M2,t) then
15: return false;
16: for f ∈ {min, max, median, mean} do
17: for i from 1 to |F | do
18: t[i] := f(i, T ); ▷ compute f-value of feature i

19: if (t /∈ ts) then
20: ts := ts ∪ {t};
21: if ¬equiv(M1, M2,t) then
22: return false;
23: return true;

anced data usage property, and furthermore, find out the effectiveness of our tool.
Essentially, for the latter, we perform an internal evaluation of our tool in finding
out the effectiveness of the transformations we consider and our equivalence checking
approach. We first describe the research questions which drive our evaluations and the
corresponding setup for it in Section 4.3.1. Then we report the results of evaluating
TiLe in Section 4.3.2.

4.3.1 Experimental Setup

The evaluation of our testing approach focuses on two main aspects. We first perform
the external evaluation of TiLe which looks at whether the classification algorithms
implemented in the state-of-the-art ML libraries use the training data in the learning
phase in a balanced way. Furthermore, we also check whether we could use TiLe to
detect unbalancedness in known unbalanced algorithms. The following two research
questions are designed considering the external evaluations of TiLe.
RQ1 Are ML algorithms used in the popular machine learning libraries balanced?
RQ2 Can TiLe be used to detect unbalancedness in by-design-unbalanced ML algo-
rithms?
Next, we aim to find out the effectiveness of our tool by performing some internal
evaluations. To this end, we check the effectiveness of different permutation strategies
(described in Section 4.2.2) and also our equivalence testing mechanism. The following
research questions are considered for the internal evaluations of our tool.
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Algorithm 4 equiv (testing equality of models M1 and M2 on given input data
instance t)
Input: M1,M2 ▷ models to be compared

t ∈ X1 × . . .×Xn ▷ test instance
Output: boolean ▷ yes or no answer

1: y1 := M1(t);
2: y2 := M2(t);
3: return (y1 = y2);

RQ3 Which permutation strategies are effective in finding unbalancedness?
RQ4 How effective is our equivalence testing mechanism?

Next we describe the experimental setup that we design to evaluate the above-
mentioned research questions.

RQ1. For evaluating this research question, we consider twenty nine machine learning
algorithms taken from the 5 prominent ML libraries, namely scikit-learn [PVG+11],
WEKA [WFH11], and for ensemble algorithms, XGBoost [CG16], CatBoost [PGV+18],
and LightGBM [lig19]. Note that for the evaluations we set the hyper-parameters
of the algorithms we check, to the default values (as given in the corresponding
libraries) 11. For example, in the case of neural networks, the hyper-parameter
includes the number of layers and the number of neurons in each layer. We set
these numbers to their default values for the neural networks (as defined in the
scikit-learn library). Moreover, we take a support vector machine with the
linear kernel, a naive Bayes algorithm with the Gaussian process, and ada boost
algorithm with the decision trees as the base algorithm.

RQ2. In this evaluation, we consider the ML algorithms which are by design not bal-
anced. For instance, there are fairness-aware algorithms, that learn from the
training data in a specific way, as to ensure that the generated model is fair
with respect to a specific fairness definition (see Section 7.2.1 of Chapter 7 for
details on fairness in ML). These algorithms are required to treat the training
data in an unbalanced way during the learning phase to mitigate the unfairness
present in the dataset. Therefore, the fundamental idea of our balanced data us-
age property–learning what is in the training data–is implicitly violated by any
fairness-aware algorithm at the cost of learning a fair model. We check the bal-
ancedness of two such fair-aware algorithms, proposed by Zafar et al. [ZVGG17]
and Calders et al. [CKP09]. As the implementation of the latter was not publicly
available, we implemented their approach using the techniques described in their
paper.
Moreover, we consider a similar type of unbalanced algorithm, which learns to
guarantee the monotonicity property. These are known as monotonicity-aware
algorithms. Alike the algorithms discussed above, monotonicity-aware algorithms
are required to generate monotone models, even when the training data contains

11For an ML algorithm, a set of hyper-parameters of the learning algorithm is required to be set
to some specific values before the learning process. They control the behavior of the learning
algorithm and affect how the model is trained.
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non-monotonicity. For this, we consider the monotonicity-aware algorithms from
two ML libraries, XGBoost[Che19] and LightGBM[lig19].
A variant of the k-NN algorithm considers a specific number of training instances
in its learning phase. Since k-NN requires storing the training instances in its
learning phase, in some cases, when the number of instances in the training
dataset is high, the algorithm stores a subset of such instances. The number
of instances considered in this set is called the window size. Since this process
involves ignoring some training instances deliberately, this k-NN algorithm is
inherently unbalanced. We take the k-NN algorithm from the scikit-learn
library and fix a window size of 500, and denote the algorithm as k-NNws.

RQ3. In this evaluation, we consider the experiments conducted for RQ1 and record
how often each of the permutations reveals unbalancedness. For this, we com-
pute the relative unbalancedness as described in Section 4.2 to find out the ef-
fectiveness of different permutation strategies described in Section 4.2.2 by only
considering the row permutations. We, however, do not include the random
permutation strategy in this experiment, since it could randomly generate the
permutations of one of the other strategies.

RQ4. With this research question, we aim to find out the effectiveness of our equiva-
lence testing approach. For this, we consider generating non-equivalent models
by applying a specific metamorphic transformation. Precisely, we take the flip-
ping operation which is guaranteed to generate non-equivalent predictive models
when applying it on the training data.
To this end, this transformation, when applied on a training dataset, a specific
percentage of the total number of instances are selected randomly, and their
corresponding class values are changed to different values. For example, suppose
we have a total of N number of instances in the dataset, and we apply the flipping
transformation with P% change. Then

⌈
N ∗ P/100

⌉
number of data instances

selected randomly will have their class values changed. Basically, we simply flip
the class values for these selected instances from 1 to 0, or 0 to 1, and any class
value of ≥ 1, is changed to 0.

4.3.2 Results and Discussions

We now report the results for all the research questions described above.

RQ1. In Table 4.2, we show the results of TiLe applied to 11 classification algo-
rithms. The first column of the table specifies the name of the different algorithms
and the next three columns give the results of the three metamorphic transformations
corresponding to the balanced data usage: feature name shuffling (FN shuffle), row per-
mutation (Row perm.) and column permutation (Col. perm.). Here we give the results
for two of the most popular libraries12, sklearn [PVG+11] and Weka [WFH11]. The
✓ indicates that the algorithm is sensitive to that specific transformation, i.e., when
retrained on the transformed training data, a different model is generated compared
12Note that, since the other libraries we consider contain only ensemble algorithms, for uniformity,

we report the results of these libraries along with the results of ensemble algorithms for sklearn
together.
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Table 4.2: Sensitivity to metamorphic transformations
ML algorithms FN shuffle Row perm. Col. perm.

sklearn/Weka sklearn/Weka sklearn/Weka

k-NN ✗/✗ ✓/✓ ✓/ ✗
Decision Tree ✗/✗ ✗/✗ ✓/✓
Naive Bayes ✗/✗ ✗/✗ ✗/✗
SVM ✗/✗ ✓/✓ ✗/✗
Neural Network ✗/✗ ✓/✓ ✓/✓
Logistic Regression ✗/✗ ✓/✗ ✓/✓
AdaBoost ✗/✗ ✗/✗ ✓/✓
Bagging Classifier ✗/- ✓/- ✓/-
Extra Trees ✗/✗ ✗/✗ ✓/✓
Gaussian ✗/- ✗/- ✗/-
Elastic Net ✗/- ✗/- ✓/-

Table 4.3: Sensitivity to metamorphic transformations of random forest and gradient
boosting algorithms

Classifiers FN shuffle Row perm. Col. perm.
skl/XGB/LGBM/CB/Wk skl/XGB/LGBM/CB/Wk skl/XGB/LGBM/CB/Wk

Random Forest ✗/✗/✗/✗/✗ ✓/✓/✓/-/✓ ✓/✓/✓/-/✓
Gradient Boosting ✗/✗/✗/✗/✗ ✓/✗/✗/✓/✓ ✓/✓/✓/✓/✓

to the model trained on the original training data. On the other hand, ✗ denotes that
the algorithm is not sensitive to that transformation. If the implementation of a spe-
cific ML algorithm is not available in the corresponding library, we mark it as ‘-’. For
instance, the bagging and the elastic net classification algorithms are not implemented
in the WEKA library.

Since all the algorithms do not consider feature names during their learning phase,
none of them are sensitive to feature name shuffling. However, it is quite evident from
the results of Table 4.2, that except for naive Bayes and Gaussian process, the rest
of the ML algorithms are unbalanced because of their sensitivity to either the row
or column permutations. The results are consistent across scikit-learn and WEKA
libraries except for two algorithms, k-NN, and logistic regression. The reasons for such
differences might be due to the different implementation approaches used for these
algorithms.

In addition to the two libraries we discussed above, we furthermore consider several
boosting libraries in testing the implementations of the random forest and gradient
boosting algorithms, results for which are depicted in Table 4.3. Note that, here
we consider three boosting libraries: XGBoost (XGB) [Che19], LightGBM (LGBM) [lig19],
CatBoost (CB) [cat21], along with scikit-learn (skl) [PVG+11] and WEKA (Wk) [WFH11].
The results further show that most of these ensemble algorithms across different li-
braries are sensitive to row and column permutations. For example, the random forest
algorithm is sensitive to both row and column permutations across all the libraries.
The implementations of boosting algorithms in some libraries show row sensitivities,
for instance in CatBoost or scikit-learn library, however, not present in the XGBoost
library.
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Table 4.4: Transformation specific balancedness indicators
Classifiers Row perm. Col. perm.

sklearn/Weka sklearn/Weka

k-NN 2.24/0.88 1.98/0.00
Decision Tree 0.00/0.00 21.19/25.19
SVM 5.85/2.98 0.00/0.00
Neural Network 1.05/4.98 25.65/19.09
Logistic Regression 0.63/0.00 0.02/1.19
AdaBoost 0.00/0.00 1.66/5.09
Bagging Classifier 28.61/- 16.73/-
Extra Trees 0.00/0.00 19.05/28.10
Elastic Net 0.00/- 11.10/-

Table 4.5: Transformation specific balancedness indicators for random forest and gra-
dient boosting algorithms

Classifiers Row perm. Col. perm.
skl/XGB/LGBM/CB/Wk skl/XGB/LGBM/CB/Wk

Random Forest 11.20/9.01/2.35/-/18.98 21.09/12.87/18.88/-/19.19
Gradient Boosting 2.12/0.00/0.00/8.81/1.21 17.12/16.53/3.98/9.09/11.17

We further investigate the algorithms which showed unbalancedness in any form, to
find out how often such sensitivities occur. To this end, we compute transformation-
specific balancedness indicators bit (see Section 4.2.1) for row and column permuta-
tions, which give us relative measures of sensitivities for each transformations. Ta-
bles 4.4 and 4.5 give the results in percentages of total test instances, causing non-
equivalency for the corresponding transformation. Here, we omit the FN shuffle trans-
formation and the naive Bayes, Gaussian process algorithms since neither the feature
name shuffling transformation nor those algorithms revealed any sort of unbalanced-
ness in Table 4.2.

Now, these results show the unbalancedness in the form of sensitivities to the meta-
morphic transformations we consider, however, do not explain the reasons for such.
Below we describe some of the reasons that we found that causing unbalancedness in
the ML algorithms.

Tie breaking. This is one of the reasons, causing the k-NN algorithm to be sensitive
to the row permutations and the tree-based algorithms to column permutations.
k-NN learning algorithm is sensitive to the ordering of the rows, especially when
there are ties involved (see Section 2.1.1 of Chapter 2 for details on k-NN al-
gorithm). More specifically, if a new instance to be predicted has the same
shortest distance to more than two instances in the dataset, which is a tie situ-
ation, the instance to be included in the k nearest neighbors would depend on
the order of the instances. Therefore, the changes in the ordering of the rows in
the training data can change the model being generated. This similar reasoning
can also be applied to tree-based algorithms. In the case of the decision tree,
while deciding which feature to be used for splitting at a certain depth of the
tree (see Section 2.1.1 of Chapter 2), we take the one which causes maximum
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entropy changes. Now, for some datasets, this might not be a unique feature
and there might exist several of them. If we change the ordering of the columns,
the choice of such a feature to split would be affected, thereby causing a change
to the model being generated. This same reasoning can also be used for any
tree-based ensemble algorithms like random forest or boosting are sensitive to
column permutations.

Randomness. This is prevalent in the implementations of many ML algorithms and
in some cases even impossible to avoid. For example, for the decision tree, the
hyper-parameter random_state in scikit-learn library controls which feature
to be selected in case of a tie while finding the best split. Algorithms like support
vector machine and logistic regression randomly shuffle the data while learning in
batches. Moreover, the random forest algorithm learns by randomly selecting a
subset of instances from the training dataset. In our experiments, we attempted
to control such randomness by fixing the parameter random_state to a fixed
value. However, even after that randomness still persists in some ML algorithms
and is one of the reasons for the ML algorithms being unbalanced.

Imprecise numerical calculations. The numerical calculations performed in ML algo-
rithms are inherently imprecise and some algorithms are required to perform a
lot of such computations. For example, the algorithms like SVM and neural net-
works perform a large number of arithmetic operations involving high-precision
decimal values. Many of these operations are non-commutative and therefore,
changing the ordering of the rows can definitely lead to the generation of non-
equivalent models.

Initialization. The implementations of some ML algorithms use specific optimization
algorithms and/or initialize some of the learned parameters to specific values
based on the initial observations of the training data. This in some cases is done
based on the structure of the training data, and therefore, if the structure changes
in any way (after performing row or column permutations), the optimization
algorithms would probably give different results or we would get a different set
of initial values for the parameters. In either of the cases, we might then get
different models. For example, the implementation of k-NN in scikit-learn
library contains different types of learning algorithms for the learning process,
such as k-d tree, ball tree, and so on. The selection of such an algorithm is
performed based on the nature of the training dataset. Hence, if we perform
column permutation, it would potentially change the structure of the dataset
and eventually the choice of the learning algorithm as a result would also change.
Moreover, these different algorithms have different ways of breaking the tie if it
occurs. For instance, k-d tree does it randomly and the ball tree algorithm uses
the ordering in the training dataset. As a result, even a column permutation
can lead to a change in the generated model for k-NN (which we also saw in
Table 4.2). The neural network algorithm in scikit-learn assigns some initial
values to the learned parameters: weights and biases, based on the structure
of the data. Hence, any kind of changes, row or column-wise might lead to a
different set of initial values for the weights and biases, ultimately leading to the
generation of a different model.

These reasons indicate that essentially the implementation choices that are taken
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Table 4.6: Sensitivity to metamorphic transformations in fair-aware and monotonicity-
aware algorithms

Classifiers FN shuffle Row perm. Col. perm.

Fair1 ✓ ✗ ✗
Fair2 ✓ ✗ ✗
Montonic (XGBoost) ✓ ✗ ✗
Montonic (LightGBM) ✓ ✗ ✗
k-NNws ✗ ✓ ✗

while developing the machine learning algorithms are to blame for the unbalanced data
usage. The list of reasons that are mentioned here is not exhaustive, and there might
be more. Finding out more such reasons could be an interesting future work. Next,
we report the results of applying TiLe on the by-design unbalanced algorithms.

RQ2. Table 4.6 shows the results of applying TiLe to the classification algorithms
which use the training data in unbalanced ways in their learning phases. As we pre-
sume, all of them are sensitive to some specific transformations. For instance, the fair
aware (Fair1 [ZVGG17] and Fair2 [CKP09]), or the monotonicity aware algorithms
(taken from XGBoost and LightGBM libraries) are expected to be sensitive with respect
to the feature name shuffling. In the learning phase, such an algorithm takes the col-
umn values corresponding to a user-given feature name and aim to generate a fair or
monotone model, by either changing the dataset or learning in a specific way in order
to generate a fair or a monotone model. Therefore, these algorithms inherently treat
the training data in an unbalanced way. Hence, changing the name of the features
would definitely cause the learner to take a different column and thereby generate a
different model. Finally, the k-NNws which considers storing a subset of instances of
the training dataset in its learning phase, as expected, shows to be sensitive to the row
permutation.

Thus, by using TiLe we were successfully able to detect unbalancedness present in
the algorithms which by design use the data in the learning phase in an unbalanced way.
With this, we can also see the potential use of TiLe to detect unbalancedness present
in any algorithms. Next, we look at the effectiveness of different row permutation
strategies.

RQ3. The aim of this research question is to find out which of the row permutation
strategies are effective in detecting the sensitivities occurring due to row permutations.
As mentioned earlier, due to a high number of permutations possibilities, we do not
consider all of these, rather we take some specific strategies in selecting those. Fig-
ure 4.4 compares the result of average deviations over all the algorithms13 (across all
the libraries), caused by different row permutation strategies. The x-axis gives the
percentage of average deviations and the y-axis gives different row permutation strate-
gies. Essentially, we record on average how many percentages of test instances show
sensitivity for a specific row permutation strategy. The results suggest, almost all of
them are equally successful in showing unbalancedness, except ‘Reversing’ strategy
surprisingly being a bit more effective than the others. Note that, the values depicted
in Figure 4.4 cannot be directly compared to the results of Table 4.4. However, the

13Note that here we do not consider the algorithms which did not show any sensitivity to the row
permutation, for e.g., decision tree, Ada boost, etc.
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Figure 4.4: Deviation detected by different row permutation strategies

Table 4.7: Percentage of test cases classified differently by the original and transformed
classifier after reversing the rows of the dataset

Classifiers Test cases

k-NN 0.41
SVM 19.99
Neural Network 2.35
Logistic Regression 0.48
Random Forest 11.35
Bagging Classifier 11.59
Gradient Boosting 0.86

maximal values corresponding to this figure are coming from the bagging classifier,
which matches the highest relative sensitivity for the row permutations as shown by
the algorithm.

We further investigate the relative unbalancedness of different classification algo-
rithms when we apply the ‘Reversing’ rows permutation on the training dataset, the
results of which are depicted in Table 4.7. The results show the percentage of test in-
stances that are classified differently by the original and the transformed models after
applying the permutation ‘Reversing’. To this end, we find the SVM algorithm to be
more sensitive to this transformation compared to any other ML algorithms.

RQ4. In evaluating this research question, we construct non-equivalent models by
applying the metamorphic transformation flipping. For this, we randomly select some
instances and flip their class labels.

Selecting just a single instance and then flipping its class label might not change the
model, since such a tiny change can often be regarded as an outlier and therefore, might
be ignored in the learning process, specifically when the number of training instances
is really high. Hence, to this end, we consider a 2% flip applied on the dataset (as this
would do the slightest yet detectable changes). For this experiment, we consider five
classification algorithms: k-NN, decision tree, SVM, naive Bayes, and neural network.
The reason we choose these algorithms is because they would give a good variation
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Figure 4.5: Relation between TRAIN-RATIO and INPUT-RATIO

over different learning techniques.

Our testing approach is driven by the generation of test cases which in turn is
dependent on two important parameters TRAIN-RATIO and INPUT-RATIO. These two
parameters dictate how many test instances should be generated for testing (see algo-
rithm 4). Thus, to evaluate the effectiveness of our equivalence testing approach we
look at how the values of these two parameters affect non-equivalency detection. Fig-
ure 4.5 shows the results of our evaluation. On the x-axis different TRAIN-RATIO values
are given and the y-axis gives the corresponding minimal INPUT-RATIO needed to de-
tect non-equivalence. For example, if we take the decision tree, then for a TRAIN-RATIO
of 20%, we require an approximately 16% of the randomly generated test data to find
out the non-equivalence caused due to the 2% class labels flipping. Here we see that
non-equivalence detection requires larger randomly generated test inputs initially, how-
ever, this number reduces as we take more training instances for testing. The k-NN
algorithm learns by storing the training dataset and therefore, is highly dependent
on the training dataset. Hence, the drastic drop in requiring the randomly generated
test data in the case of k-NN is in line with its dependency on the training dataset.
For all the other classification algorithms TRAIN-RATIO of 30% and INPUT-RATIO of
20% are good choices for detecting non-equivalence. We furthermore used a 1% flip to
construct non-equivalent predictive models and then compared these two testing pa-
rameters. The results suggest a similar sort of trend as presented in Figure 4.5. Thus,
in our evaluations, we see that our equivalence testing approach is effective enough
to detect the non-equivalency. However, this result cannot easily be generalized since
we only considered a single transformation to generate non-equivalent models. In the
future, this can be extensively evaluated by generating non-equivalent models, consid-
ering different types of such transformations.
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4.4 Threats to Validity

There exist several threats to the validity of the results presented here. First of all,
there are several randomnesses involved in our experiments, since we perform random
row or column permutations on the training data. Moreover, the ML algorithms con-
sidered involve random computations. As a result, the runs of TiLe cannot simply be
repeated. However, this does not have an effect on the results of Table 4.2, since we
report the sensitivity to any of the transformations whenever we found a run (amongst
20 runs) showing non-equivalence between the two models. The results reported in
Tables 4.7,or 4.4 can vary, as these numbers indicate the relative unbalancedness com-
puted based on the randomly generated test instances. We tried to minimize variances
in these numbers by performing each experiment 20 times and taking an average of
them. The results reported in these tables give an average over all these 20 different
values of relative sensitivities.

Next, the choice of training data could also be a potential threat to validity as
the unbalancedness we find can occur only on these particular sets of training data.
However, to mitigate this effect we consider a number of diverse real-world datasets
with varying numbers of rows and columns.

Finally, the correctness of our implementation is another threat to validity. We
have performed an extensive evaluation of our testing approach in testing 29 different
types of ML algorithms belonging to 5 different machine learning libraries. However,
the results of our experiments show some inconsistent behaviours which in some cases
cannot be explained and therefore, might be difficult to detect in a large code base.
For instance, the unbalancedness might be caused because of simply using an off-the-
shelf library which is part of a different package written in a different programming
language. In fact, to foster fast computations in the learning phase, scikit-learn
uses several packages written in the C programming language. Testing of inherently
unbalanced algorithms such as fair-aware or monotonicity-aware and using flipping to
get expected non-equivalent models in some ways improve on this situation, however,
do not represent all the cases.

4.5 Related Work

The work described in this chapter is in line with the existing works described in
Section 2.3 of Chapter 2 about using metamorphic testing to test the machine learning
based software systems. There we discussed the related works in using metamorphic
testing technique in general. In this chapter, however, we keep our focus only on
discussing the works of testing the implementation of ML algorithms.

A series of works are done by Murphy et al.[MKA07, MKHW08, MSK09] consid-
ering metamorphic testing technique to test the implementations of several machine
learning algorithms. In their works, they considered testing SVM, naive Bayes, deci-
sion tree, and k-NN algorithms implemented in WEKA [WFH11] library, with respect
to several types of metamorphic transformations. To perform these transformations
they considered some artificially generated training datasets. On the contrary, in this
chapter, we defined a property of the learning phase namely balanced data usage which
requires any ML algorithm to be invariant under the row, column permutations, and
feature name shuffling. To apply the transformations we constructed a training data
repository containing a number of datasets- artificial as well as real-world. We then
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tested the balancedness property on the implementations of a number of classification
algorithms (29 in total), taken from 5 different machine learning libraries, while the
works by Murphy et al. [MSK09] considered only four classification algorithms taken
from WEKA.

Nakajima et al. [NB16] proposed a systematic way to look into an ML algorithm
and derive the desired metamorphic transformations. To this end, they only considered
the SVM classification algorithm and focus on finding out appropriate transformations.
Moreover, they proposed a testing technique that derives test data based on the trans-
formations, which is also limited to SVM. Dwarakanath et el. [DAS+18] proposed some
specific metamorphic transformations for SVM and deep learning networks. These are
however also specific to the two classification algorithms they evaluated. The meta-
morphic transformations we consider, as part of the balanced data usage property,
are domain independent and not specific to any algorithm. Moreover, our testing
mechanism can also be used for testing any classification algorithms.

Pham et al. [PQW+20] in their works reported the generation of two different models
in two runs with the same training data for a single deep learning (DL) algorithm.
They identified several types of non-determinism in DL tasks such as random seed
generation, weights and biases initialization, and the random shuffling of data during
learning. Since modern deep learning libraries attempt to give faster results even
with a complicated architecture, parallel processing and the Graphics processing unit
(GPU) are employed during the learning process. This also results in generating two
models in two runs. They reported that DL libraries like PyTorch and TensorFlow
deliberately use non-determinism in order to generate more accurate models. However,
some of them, for instance, caused by arithmetic operations in the GPU programming
are not deliberate and cannot be controlled, unless tasks are performed in a fully
serialized manner incurring a huge runtime to train a model. Such changes in models
with the same training data with different runs are surprising to many researchers and
practitioners, as is found as a result of their survey.

In recent years, there have been some more works on testing only the deep learning
libraries [WYC+20, GXL+20, WLQ+22]. These works focus on finding the implemen-
tation bugs such as crash bugs, NaN value bugs, and inconsistency bugs. In these
works, they used sophisticated testing techniques, specific to DL algorithms in order
to find such buggy behaviours. For instance, in [WYC+20], the authors used model
mutation testing specifically designed for DL algorithms or in [GXL+20], the authors
used a variation of the causal testing approach to find the implementation bugs in DL
libraries.

There exist some approaches using metamorphic relations like the permutation of
features and class labels, in order to study the accuracy of the classifier and even im-
prove them later on. For example, in [OG10], Ojala et al. evaluated the effect of such
permutation strategies on the training data, and on the performance of the classifi-
cation. Ding et al. [ZDMR17] used metamorphic relations like inclusion, exclusion,
or duplicating training instances on the training dataset to inspect the effect of such
transformations on the accuracy of the generated model.

Finally, a balancedness like property is studied by Urban et al. [UM18] where they
used static analysis approach to find out whether some specific data are unused in a
program. This sort of behaviour, for instance, ignoring certain feature values during
the learning phase is another sort of unbalancedness of the ML algorithms. To this end,
Urban et al. only gave a theoretical framework based on the abstract interpretation
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approach, however, did not perform any experimental evaluation.
To conclude, in this chapter of the thesis, we defined the balanced data usage as

a property of the learning phase which requires any ML algorithm to use the entire
training data in its learning phase. To this end, we developed a metamorphic testing
tool TiLe which could be used to test this property. We furthermore tested 29 different
classification algorithms taken from five machine learning libraries with respect to the
balancedness property. The results of our evaluation indicate a number of machine
learning algorithms are not balanced.
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In the white-box testing approach, we assume that the internals of the machine learning
model is known. Thus, a testing technique can be developed considering the structure
of the model. However, such a technique would be specific to that model. More often
the existing works focus on using this testing approach to test a specific type of model,
namely a neural network model, such as in the works of [PCYJ17, SWR+18, HYL+22].
Now, in some cases, it might happen that we need to test different types of ML models,
the types of which are not known beforehand. Such a black-box nature of the model
poses much more challenges in generating test cases that can potentially reveal errors in
the model. Apart from a few works (such as [Agg18, ASH+21, XW20]) which consider
checking only a specific type of property, a black-box testing technique for testing any
type of ML model is largely missing.

To solve this problem, we propose the verification-based testing technique in this
chapter which enables us to perform testing of machine learning models without con-
sidering the types of them. Our approach systematically explores the input space of
the given model under test (MUT) by generating effective test inputs with respect to
a specific property. This is done by (1) inferring a known white-box model through
the machine learning process, which approximates the MUT, and then (2) computing
the property on the generated white-box model using the verification technique we
described in Chapter 3. If the verification results in ‘failure’, implying the violation of
the property, we would get a counter-example to the property. The counter-example
in this case, is the set of values corresponding to an input instance that resulted in the
violation of the output. We can further generate multiple numbers of such counter-
examples by employing a technique called pruning. Next, these are confirmed with the
MUT, since the counter-examples are essentially generated on the inferred white-box
model and not on the MUT we are testing. If confirmed, they are returned as the
violated test cases with respect to the specified property, otherwise, they are used to
improve the quality of the inferred white-box model. This process goes on until we
find the violation of the property or a user-defined timeout occurs. However, if no
counter-example is found, then the testing process could either stop or proceed further
by generating a new white-box model and then repeating the entire process.

We start with the formalization required to describe our testing technique in Sec-
tion 5.1. Then we describe different steps involved in the verification-based testing in
Section 5.2.

5.1 Formalization

We begin by revisiting some of the formalizations we introduced in Chapter 2. For-
mally, we represent the machine learning model as a predictive function of the following
form:

M : X1 × . . .×Xn → Y
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Figure 5.1: A decision tree for predicting loan

where Xi is the value set of feature i, and Y is the set of classes 1. We define X⃗ to
write X1 × . . . × Xn. We furthermore write x⃗ ∈ X⃗, and x⃗ = x⃗(1), . . . , x⃗(n) denotes a
feature vector with n features, and y ∈ Y denotes a class.

In the learning phase, the learning algorithm gets the training data of the form
X⃗ × Y , i.e., a set of data instances with known associated classes (a set of (x⃗, y)
pairs), which is then used by the algorithm to generalize the relationship between the
instances and the corresponding classes, and thus, a model is generated which is said
to have learned the relationship. The model is then further used to predict classes for
unknown data instances.

Next, for the sake of explaining our testing technique, we consider a specific property
to test in this chapter. To this end, we take a type of fairness property called individual
discrimination which can be formally defined as follows:
Definition 5.1 A machine learning model M is fair with respect to a sensitive feature
i, if for any two data instances, x⃗1, x⃗2 ∈ X⃗ we have (∀j : j ̸= i.x⃗1(j) = x⃗2(j)) imply
M(x⃗1) = M(x⃗2).

This definition of fairness is introduced by Galhotra et al. [GBM17] and requires the
ML model to be invariant to the changes of the sensitive feature i. In other words, the
ML model should give the same prediction even if the feature values of the sensitive
feature i are different in x⃗1 and x⃗2 instances. For example, consider the decision tree
depicted in Figure 5.1 which works as a predictive model to decide whether a person
should be given a loan based on the income, age, and gender 2. Clearly, this tree is
not fair with respect to the feature gender. For instance, consider the following pair
of instances:

x⃗1 = income=4500, age=50, gender=female
x⃗2 = income=4500, age=50, gender=male

For the first instance x⃗1, we get a prediction of ‘no’ and for x⃗2 we get the prediction
as ‘yes’, and thus, the tree gives different predictions to the male and female applicants.

We further use this property and the tree model to illustrate the working of our
verification-based testing approach.

1Note that, for the simplicity of describing our testing approach, we consider here the single-label
classification, extending to other types of learning problems is merely a technical work and not
related to the concepts of the approach.

2This tree is taken from one of our previous work [SW20a] on fairness testing.
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5.2 Testing Methodology

Our testing approach is a form of learning-based testing technique where a model is
being ‘learned’ and then it is used to generate test cases. The model in this context
can be a finite state automaton [PVY99], or a Markov decision process [TAB+19], or a
piece-wise linear function [MN10]. The idea of using an inferred model for the sake of
analysing a given black-box system was first introduced by Angluin in her pioneering
work in [Ang87]. Later, Peled et al. [PVY99] extended this idea to apply the model-
checking technique to analyze specific properties on the learned model. We already
gave a detailed discussion of such related works in Section 2.3 of Chapter 2.

Our work is in a spirit similar to this idea of learning-based testing where we use
machine learning techniques to learn an ML model and then use a verification technique
to analyze the model for a specific property. Thus, we term our testing technique
verification-based testing. Since in our work, we primarily focus on testing ML models,
therefore, we approximate the model under test by using another ML model, rather
than using a finite state automaton model. To this end, we can learn two types of ML
models, either a decision tree or a neural network model to approximate the MUT,
and then apply a known analysis technique to generate test cases on them. Our testing
approach is essentially composed of four main steps: (a) white-box model learning, (b)
computing property, (c) pruning, and (d) cross-checking and retraining. We discuss in
detail each of these steps below.

5.2.1 White-box Model Learning

Our first step in this testing approach is to learn a known ML model which approx-
imates the model under test (MUT). Since the internals of this model are available
to us, we term this as a white-box model 3. To this end, the learning process follows
the traditional machine learning techniques for which we, first of all, need a training
dataset.

The dataset in this case is essentially generated by querying the MUT by using
a number of input instances. More specifically, we randomly generate a number of
instances as the input vectors to the MUT and then we execute all these randomly
generated instances on the MUT to get a set of output predictions. Thus, we get a
set of (x⃗, y) pairs which represents the functional behaviour of the MUT. Furthermore,
this set of instance-class value pairs takes the form of a typical training dataset X⃗×Y .
We term this dataset as the oracle data and use this to train our desired learning
algorithm.

To this end, we can use either a decision tree or a neural network algorithm to be
trained on the oracle data to generate the inferred model. The choice of using either
of those ML models is driven by the intention of being able to apply a verification
technique on the inferred model. Let us denote the MUT as M and the inferred model
as M ′. Once we learn the model M ′ approximating the MUT M , in the next step we
compute the property on the inferred model.

There are a number of works in the area of explainable machine learning, where such
an approach is used to learn a so called interpretable model from a black-box machine
learning model [KW17, TSHL17, TSHW20]. This kind of explanation approach is
model agnostic since this technique can be applied to any type of ML model. Essen-

3Note that, this terminology is consistent with the jargon used in testing domain.
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tially, this step in our verification-based testing technique is in a spirit similar to these
works. However, in our case, we utilize this concept to learn a model on which we can
apply an analysis technique to compute a specific property, the method for which we
describe next.

5.2.2 Property Computation

Once we learn an ML model, next we compute the specified property on that model
by using the technique described in Chapter 3. To this end, we translate the model
and the property into logical formulas and then apply satisfiability solving technique
to it. More specifically, first of all, by using the encoding mechanism introduced in
Section 3.2 of Chapter 3, we encode the inferred model M ′ into the logical formula φM ′ .
Then we also get the logical formula describing the property as φprop. Since in this
step, we aim to find out whether a violation of the property in the form of a counter-
example exists, we essentially conjoin the logical formula φM ′ with the negation of the
property formula φ¬prop to get the final formula as φM ′ ∧φ¬prop which is then given to
an SMT solver. Essentially, we aim to find out, given the conjoined formula whether
there exists a satisfiable example to that formula. In other words, we see whether we
can find a counter-example, showing the violation of the property on the model M ′.

For example, let us consider after the white-box model learning step, we get the
decision tree model as in Figure 5.1 for M ′, and we aim to compute the fairness
property (defined in Definition 5.1) on this model. Firstly, we encode this model into
the logical formula, and then we also get the logical formula describing the property 4.
Figure 5.2 shows the entire logical formula describing the decision tree model with the
conjunction of the negation of the property 5. Since the property we consider here
require two instances x⃗1 and x⃗2 to define, we thus need to encode the tree model twice
and differentiate between them by using a simple variable renaming approach.

Herein, the variables gender1, income1, and age1 correspond to the input feature
vector x⃗1 and gender2, income2, and age2 correspond to x⃗2. Similarly, class1 and
class2 are defined as the outputs for x⃗1 and x⃗2 respectively. After the model encoding
step (described in Figure 5.2 in Lines 3-12 and 15-24), next, we add the logical formula
describing the negation of the property. Now, with respect to the input and the output
of the model we consider in our example tree, the fairness property can be written as
follows:

((income1 = income2) ∧ (age1 = age2) ∧ ¬(gender1 = gender2)) ⇒ (class1 = class2)

The first part of the formula described on the left side of the operator ⇒ gives
the pre-condition on the inputs and (class1 = class2) defines the post-condition on the
output. However, since in the property computation step our aim is to find out whether
there exists a counter-example to the property, we essentially take the negation of the
formula describing the property which can be deduced as follows:

((income1 = income2) ∧ (age1 = age2) ∧ ¬(gender1 = gender2)) ∧ ¬(class1 = class2)

4Note that, the property translation mechanism is in detailed described in Chapter 6, and for this
Chapter the reader does not need to understand this translation technique.

5In this formula each of the lines are conjoined and for brevity we omit the conjunction symbol
between the lines.
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Figure 5.2: Logical encoding of the fairness property and the decision tree model

The idea is to find an input to the model which satisfies the pre-condition, however,
the output corresponding to which fails to satisfy the post-condition, thus violating the
property. We conjoin this constraint to the model formula in Lines 27-28 of Figure 5.2.
For solving the entire formula we use the SMT solver by giving the formula to the
solver in the appropriate form (i.e., in SMTLib format 6). Given this formula to the
solver, we indeed could find a counter-example which is returned as a logical model of
the formula giving the values of the features corresponding to the instances (x⃗1 and
x⃗2) for which the decision tree model violates the fairness property. Figure 5.3 shows
the logical model of the formula as returned by the SMT solver Z3 [MB08] which
essentially matches with the counter-example we showed for Definition 5.1.

As we can see, the counter-example in this case is a pair of the form ((x⃗1, y1), (x⃗2, y2))
where y1 and y2 are the classes as predicted by the decision tree for the instances x⃗1 and
x⃗2 respectively. We can basically consider y1 as M ′(x⃗1) and y2 as M ′(x⃗2). Since the
white-box model learning step (described in Section 5.2.1) is imprecise, the counter-
example thus generated on the inferred model might not be valid for the MUT. Hence,
we next check the validity of the counter-example on the MUT and find out whether
M(x⃗1) = y1 and M(x⃗2) = y2, i.e., if we get the same prediction for the x⃗1 and x⃗2

6http://smtlib.cs.uiowa.edu
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sat (model
(define−fun age1 () Int 50)
(define−fun income1 () Real 4500.0)
(define−fun gender1 () Int 0)
(define−fun class1 () Int 0)
(define−fun age2 () Int 50)
(define−fun income2 () Real 4500.0)
(define−fun gender2 () Int 1)
(define−fun class1 () Int 1)

Figure 5.3: Logical model corresponding to the formula of Fig. 5.2

from the MUT as we got from the inferred decision tree model. If yes, then we return
this as a valid counter-example to the property, otherwise, we add (x⃗1,M(x⃗1)) and
(x⃗2,M(x⃗2)) to the oracle data in order to improve the white-box model by retraining.
However, just by adding such a single counter-example to the oracle data and retraining
to generate a new white-box model again is an ineffective process and thus, we next
propose a technique called pruning in order to generate a number of counter-examples.

If the SMT solver does not return any counter-example, we conclude that the gen-
erated white-box model satisfies the corresponding property, however not necessarily
the MUT and thus, our verification-based testing technique is unable to find any test
cases with respect to the property we are checking.

5.2.3 Pruning

In this step, we essentially aim to generate a number of counter-examples given an
initial counter-example and retrain the white-box model by including them in the oracle
data. The generation of a number of such instances as counter-examples requires to
use the SMT solver in a specific way. More specifically, we need several logical models
to be returned by the solver for the same satisfiable query. For this, we propose two
pruning techniques and the idea herein is to find out more counter-examples by (a)
repeatedly negating the interpretation (i.e., the values) of the instance variables for the
current one and (b) searching for counter-examples in different regions of the input
space. Next, we describe these two techniques in more detail.

Pruning data instance. We start by using the feature values as returned by the
SMT solver as a counter-example. The idea herein is to simply negate the feature
values which are currently returned by the SMT solver as a logical model and conjunct
it to the original logical formula. For instance, in our running example, by using the
logical model depicted in Figure 5.3, we can negate the feature value for age1, by
simply adding the constraint (¬(age1 = 50)) to the logical formula in Figure 5.2 and
giving it to the SMT solver. As a result, the solver would then return a different
satisfiable example to the formula with the age1 variable assigned to 51. In this way,
we can generate a large number of counter-examples by simply disallowing a feature
value in the previously generated counter-example. Furthermore, we can do this for
all the other features as well (except for the gender feature since this is binary). A
similar sort of approach is used by Udeshi et al. [UAC18] where they used a searching
algorithm to generate more counter-examples as violated test cases from an initial set
of test cases. In our case, the search is performed by the SMT solver on the logical
formula.

In Algorithm 5, we describe this pruning approach which sort of prunes the search
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Algorithm 5 prunInst (Pruning data instances)
Input: x⃗ ▷ candidate instance

φ ▷ Logical formula
Output: set of candidate instances

1: cand-set:= ∅;
2: for i := 1 to n do ▷ n: number of features
3: ψ := φ ∧ ¬(namei = x⃗(i));
4: if SAT(ψ) then
5: cand-set := cand-set ∪ get-model(ψ);
6: return cand-set;

Algorithm 6 prunBranch (Pruning branches)
Input: x⃗ ▷ candidate instance

tree ▷ Decision tree
φ ▷ Logical formula

Output: set of candidate instances
1: cand-set:= ∅;
2: (c1, . . . , cm) := getPath(tree,x⃗); ▷ Path of x⃗ in tree
3: for i := 1 to m do ▷ toggle path conditions
4: ψ := φ ∧ ¬ci;
5: if SAT(ψ) then
6: cand-set := cand-set ∪ get-model(ψ);
7: return cand-set;

space. As inputs, the algorithm gets the candidate instance x⃗ which is the initial
counter-example, and the logical formula φ describing the conjunction of the model
and the (negated) property. Next, we negate the feature values as returned by the
SMT solver in x⃗, by performing ¬(namei=x⃗(i)) and conjunct it to the formula φ in
line 3, where, namei denotes the name of the i-th feature, for e.g., age1. If we find a
satisfiable example for this formula, we add it to the candidate set of test instances
(Line 5) 7. This process is then repeated for all the feature values of instance x⃗ and
finally the algorithm returns a set of candidate instances. Note that, in our running
example, instead of a single instance we get a pair of instances as counter-example,
and thus, we extend the loop from lines 2-5 to repeat the process for the instance x⃗2
as well.

The disadvantage of this pruning approach is that the SMT solver would give
counter-examples only considering a specific region of the input space. Therefore, we
might not be able to find counter-examples that reside in different regions of the input
space of the MUT. To solve this problem, we consider a different pruning approach
which we describe next.

Pruning branches. This strategy can only be used for the tree-based algorithms
and therefore, we can apply this pruning mechanism only when the chosen white-
box model approximating the MUT is the decision tree. Unlike the previous pruning
approach which attempts to find the counter-examples locally, here we search for more

7Note that, we call these set of instances as candidate set, since we do not know at this point whether
they are valid or invalid counter-examples on the MUT.
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Figure 5.4: Illustration of condition toggling

counter-examples globally, by traversing as many paths of the decision tree as possible.
Algorithm 6 describes this pruning approach. To this end, the algorithm is first called
with the initial counter-example as the instance x⃗, the tree model (tree) and the
logical formula φ describing the tree model and the conjunction of (the negation of)
the property. Next, we identify the path in the tree which is taken by the instance x⃗
(Line 2). Such a path in the tree is essentially a collection of conditions on the feature
values denoted as (c1, . . . , cm), where each ci is of the form x⃗(i) ∼ di, and ∼ is a
conditional operator from the set {<,≤,≥, >,=}, and di ∈ Xi. Next, we toggle each of
these conditions, one after the other. Essentially, we take the negation of a condition
and conjunct it to the formula φ, and thus, at iteration i, we have the formula as, φ∧¬ci

which is then given to the SMT solver (Lines 3-5). If we find a satisfiable example to
the formula, we add it to the set of candidate instances as potential counter-examples.
Furthermore, in our running example property, we essentially get two branches for x⃗1
and x⃗2, and thus, we execute the loop from lines 3-6 in Algorithm 6 twice.

Let us consider Figure 5.4 (taken from a previous work of ours [SW20b]) where
we illustrate the workings of the condition toggling approach. Suppose, we get the
decision path corresponding to the instance x⃗1 as depicted in the leftmost branch of the
Figure 5.4. Here we have three conditions c1, c2, and c3 (in a top-down manner) which
denote the conditions gender1 =female, age1 ≥ 40, and income1 < 5000 respectively,
corresponding to the tree in Figure 5.1. We get this branch corresponding to the
counter-example x⃗1 as gender1=0,age1=50, income1=4500.0 8. We start with the
bottommost constraint c3, which we negate and conjunct to the formula φ as, φ ∧
¬c3. This formula is then given to an SMT solver which then attempts to find a
counter-example considering a different path of the tree (depicted as the second path
in Figure 5.4), and if a counter-example is found, we add it to the set of candidate-
instances.

In this way, we further generate the formula φ∧¬c2, and perform satisfiability solving
in order to find a new counter-example. We then repeat the same procedure (loop
from Lines 3-6 of Algorithm 6) for the instance x⃗2 as well. It is possible to use several
other strategies to perform toggling and moreover, such condition toggling approach is
already used in a well-established testing technique, called concolic testing [SMA05].
The idea therein is to use the condition toggling to traverse a new path in the program.
The branch pruning approach we describe here, however, is in a spirit similar to the
approach proposed by Aggarwal et al. [Agg18] where they used such toggling technique
on a decision path (learned through machine learning techniques) to generate test cases.

In summary, while the instance pruning approach works locally by generating counter-
examples negating the feature values of an instance, the branch pruning technique
works globally by negating the branch conditions of the tree. Hence, these local and

8As mentioned beforehand, here the gender value 0 means female.
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Algorithm 7 veriTest (Verification-based testing)
Input: M ▷ Model under test

φprop ▷ Property in logical formula
Output: counter example to the property or unknown

1: orcl_data := ∅; ts := ∅; cs := ∅;
2: while |orcl_data| < MAX_ORCL do
3: x⃗:= random(X⃗);
4: if (x⃗,M(x⃗)) /∈ orcl_data then
5: orcl_data := orcl_data ∪ {(x⃗,M(x⃗))};
6: while not TIMEOUT do
7: model := trainModel(orcl_data);
8: φ := model2Logic(model);
9: φ := φ ∧ ¬φprop;

10: if UNSAT(φ) then
11: return Unknown;
12: (x⃗, y) := getModel(φ);
13: if (x⃗,M(x⃗)) ⊭ prop then ▷ A valid CEX is found
14: return (x⃗,M(x⃗));
15: cs := {(x⃗,M(x⃗)};
16: if type(model) = tree then
17: cs := cs ∪ prunBranch(x⃗, φ);
18: cs := cs ∪ prunInst(x⃗, φ);
19: for (x⃗,M(x⃗)) ∈ cs do
20: if (x⃗,M(x⃗)) ⊭ prop then
21: return (x⃗,M(x⃗));
22: orcl_data := orcl_data ∪ {(x⃗,M(x⃗))};
23: return Unknown;

global approaches of counter-example generation techniques in combination comple-
ment each other and thereby give an effective approach to generating a number of
counter-examples from a single SMT formula.

5.2.4 Cross Checking and Retraining

After generating a set of counter-examples as test inputs by using two pruning strate-
gies, we need to check the validity of those on the MUT. Since we get the counter-
examples on the inferred white-box model, it might happen that the MUT does not
conform to these test cases. Therefore, we perform cross-checking of the test inputs
and to this end, we can have two different scenarios.

Property violated. If any of the generated test instances on the white-box model also
conforms to be a counter-example to the property under test on the MUT, we are
done with the testing and return the violated instance as a proof of the property
violation.

Property not violated. Since the white-box model is a mere approximation of the
MUT, it might happen that none of the generated counter-examples shows the
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violation on the MUT even though the MUT might not guarantee the property.
Therefore, we need to improve the approximation quality by retraining the white-
box model with the invalid set of counter-examples.

5.2.5 Overall Algorithm
Algorithm 7 summarizes all the steps of our testing mechanism we have discussed so
far. First of all, in Lines 2-5 we randomly generate a number of data instances based
on a user-controllable parameter MAX_ORCL to construct our oracle data. Then we
train an ML algorithm (either a decision tree or a neural network) on the oracle data
(Line 7) to generate the model inferring the MUT. After that, the model is converted to
the logical formula φ, and the negation of the property under test ¬φprop is conjoined
to that formula (Lines 8-9). We then check for the satisfiability of the entire formula
and if we find it to be unsatisfiable we return UNKNOWN, since we cannot say for
sure whether the MUT satisfies the property. However, if we find a satisfiable example
of the formula as (x⃗, y), we return it as a candidate counter-example to the property
on the MUT. Next, we check it with the MUT and if it is valid, we return it as the
counter-example to the property, and our job is done (Lines 13-14). However, in case
it is not a valid counter-example on the MUT, we store it, and proceed to generate
more counter-examples by using the two pruning approaches.

Since the branch pruning strategy can only be applied to the tree-based models,
next we check the type of the inferred white-box model, and if it is a decision tree,
then we apply the branch pruning to generate a number of counter-examples from the
initial one (Lines 16-18). However, regardless of the model type, we can always apply
the instance pruning strategy, and thus, we next generate more test inputs as counter-
examples by applying this technique. After collecting a set of such instances in the
candidate set cs, we check if any of the instances in this set is also a counter-example
to the MUT and if so, we return it, otherwise, we add that instance to the oracle data
(Lines 19-22). This process repeats until we find a violation of the property on the
MUT or a user-defined TIMEOUT occurs.

To conclude, in this chapter, we have described the verification-based testing tech-
nique which can be used as the test case generation technique for the ML models. To
this end, we have described the steps involved in this testing process with the neces-
sary algorithms. Next, we extend this approach by including a property specification
mechanism that would allow the tester to specify any property to develop the property-
driven testing approach. The property would then be used by the verification-based
testing technique to generate test cases automatically.
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There is a growing importance to ensuring the quality of machine learning-based soft-
ware or more specifically the ML models. To this end, a number of properties exist in
various application domains which need to be satisfied by these models. Researchers
are trying to mitigate this issue either by designing a specific property-guaranteed al-
gorithm, such as the fairness-aware algorithms [ZVGG17, JSW22], or by developing
verification or testing mechanisms to validate properties on the models already trained
on the training datasets [OBK22, BSS+19, ALN+19]. The latter techniques, however,
either focus on a specific type of property or on a specific type of model. Therefore,
in a scenario when we do not have any knowledge about the model under test and
furthermore, we need to test several types of properties on the given model, we need
a testing mechanism irrespective of the model and properties.

To this end, there already is a well-known testing approach called property-based
testing [CH00] (PBT) which can be used for testing programs with respect to user-
specified properties. It was initially designed to perform unit testing of programs
written in the Haskell programming language and later adopted for other programming
languages (such as Java and Python) as well. A property in this testing approach is
specified typically over the inputs and the outputs of the program under test. Given a
specific input constraint, in this case, the program must satisfy the output constraint.
Based on this specification, PBT then automatically generates test cases satisfying
the input constraint, which are then executed on the program under test. For each
execution, the output is recorded and checked to find out whether a violation of the
output constraint has occurred, if yes, the violated test case is returned as the counter-
example to the specified property.

The generation of the test cases based on the given input constraint is however
performed randomly in this approach and the property as a whole is not taken into
consideration. To alleviate the problem of random data generation in property-based
testing, there are some works that propose alternative approaches to generating test
inputs, such as coverage guided fuzzing [LHP19] or search-based approaches [LS18].
However, they either require white-box access to the program under test, for instance,
to get information about specific paths in order to evaluate path coverage or, do not
consider the property while generating the test cases.

We propose the property-driven testing (PDT) approach which tackles this issue by
using the property to generate test cases in a targeted manner, thereby allowing for
a more systematic test generation process compared to random test input generation.
Here, given the property specified in a particular format, we adapt our verification-
based testing approach (described in Chapter 5) to use the property to generate test
cases in order to find a violation. Essentially, we employ a form of learning-based
testing to learn an ML model approximating the model under test and then applying
the satisfiability solving technique by taking into account the property to generate
test cases. Since our approach does not depend on the input model, we can apply
our approach to test any machine learning model as well as programmed functions
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(see Section 7.2.3 of Chapter 7 for more details). Furthermore, the employment of a
property specification mechanism allows us to test the models (or even functions) with
respect to user-specified properties, provided in a novel, domain-specific specification
language.

In this chapter, we start with some basic formalizations and then describe our prop-
erty specification language (Section 6.1). We furthermore give details about how we
use the property to generate test cases (Section 6.2) and then finally end the chapter
by discussing some related works (Section 6.3).

6.1 Property Specification Language
First, we revisit 1 the basic formalizations that are needed to describe the concepts of
this Chapter. To this end, we first define the machine learning model to be a predictive
function taking the following form:

M : X1 × . . . Xn → Y

The Xi is defined as the value set of the feature i and 1 ≤ i ≤ n, and Y is defined
the set of classes. We denote X⃗ for X1 × . . . × Xn and x⃗ as an input feature vector
to M and x⃗ ∈ X⃗, y ∈ Y . Assuming the input feature vector x⃗ consisting of n number
of elements, then each of these is denoted as x⃗(1), . . . , x⃗(n). An element x⃗(i) is also
called the i-th argument (or i-th feature) of the input instance x⃗.

In property-based testing, the property to check on a program is specified using a
specification language that has the assume-assert form. The assume part specifies
the conditions on the inputs of the program and the assert part specifies a condition
to be satisfied by the outputs of the program for the inputs generated by satisfying
the condition in the assume statement. We follow a similar style of specifying prop-
erties in our property-driven testing approach. However, unlike the property-based
testing approach, we do not use the specification as executable predicate 2, rather, the
constraints corresponding to the specification of the property are used to generate a
logical formula describing the property. This logical formula is then conjoined with the
logical formula of the white-box model (approximating the model under test). Then a
solver is applied to the entire formula to find a violation of the property.

To this end, we require the property specification to be composed of two parts: (a)
the condition specifying the constraint on the input and the output of the model, and
(b) the numerical values (if required) corresponding to the conditions in order of their
syntactical occurrence. In a more technical sense, we use two functions Assume and
Assert for specifying a property that takes the following form:

Assume(‘<condition>’,<arg1>, ...)
Assert(‘<condition>’,<arg1>, ...)

The Assume part specifies the conditions on the input of the program and the Assert
specifies the condition on the outputs. The first parameter <condition> corresponds to
a string describing the logical condition specified on the input (in Assume) or the output

1Note that, we only describe the formalization here which is needed to explain our testing concepts
and further details can be found in Section 2.1 of Chapter 2.

2An executable predicate is a predicate that is used to determine the validity of some condition in a
program and is able to be executed directly by the program.
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(in Assert) of the model, whereas the rest of the parameters are values corresponding
to the variables associated in the logical condition, in order of their first occurrences.
Thus, we connect the condition specified as a string with the values to derive a logical
formula specifying the property to check. Next, we define the syntax and the semantics
of the specification language which is used to specify the logical conditions on the inputs
and the outputs of the model under test (MUT).

6.1.1 Syntax and Semantics
The syntax of our specification language defines the rules for constructing valid state-
ments and expressions. We specify these rules via a grammar G, termed as Backus-
Naur Form (BNF). Along with the syntax, we also informally describe the semantics of
this language which describe the meaning of different statements and the expressions
of the language. More specifically, semantics give the rules for interpreting and as-
signing meaning to different elements of our specification language such as statements,
variables, and conditions.

We start with the initial template of our specification language. As mentioned before,
our specification language allows specifying conditions on the input of the MUT (using
Assume()) and on the output (using Assert()). Let us take ⟨assume⟩ and ⟨assert⟩
to denote the conditions specified in our Assume and Assert functions respectively.
The property specification condition ⟨Prop⟩ (starting symbol of our grammar G) in
our approach can be described using the following basic form:

⟨Prop⟩ ::= [∀x⃗1, . . . , x⃗m] [∀c ∈ R] ⟨assume⟩ ⇒ ⟨assert⟩

In the grammar [..] refers to optional parts, | stands for alternatives, and ⟨..⟩ are
used for non-terminal symbols. Note that, the properties we consider might need a
single input instance and the corresponding output value to compute the property or
in the case of hyper-properties [CS10], we might require multiple input instances and
their corresponding output values to compute the property. A typical example for the
latter is the monotonicity property where we require a pair of input instances x⃗1, x⃗2
and their corresponding output values M(x⃗1),M(x⃗2) to define the property.

To take care of such kind of hyper-properties, we allow writing the universal quan-
tifiers ∀x⃗1, . . . , x⃗m specifying the number of inputs required for a property to check, in
front of the property specification. Moreover, we might want a property to be valid
for all the values c (integer or real) in a specific range R and this is denoted as ∀c ∈ R.
The final part of the specification contains conditions on the inputs of the MUT as
⟨assume⟩ and the output condition as ⟨assert⟩. The implication operator (⇒) in be-
tween these two defines if the ⟨assume⟩ condition is evaluated to be true, then the
condition in ⟨assert⟩ must hold too. Next, we describe the production rules of G to
further derive these two conditions.

⟨assume⟩ ::= ⟨assume⟩ ⟨bool-op⟩ ⟨assume⟩ | [⟨arg-quant⟩] ⟨cond⟩

⟨bool-op⟩ ::= ∧ | ∨ | ⇒ | ⇔

⟨assert⟩ ::= ⟨cond⟩

The specification in ⟨assume⟩ can be derived to a single condition prefixed with the
optional part defining the number of input arguments ([⟨arg-quant⟩]) or, it can be
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further connected to more ⟨assume⟩ conditions through a Boolean operator (denoted
as ⟨bool-op⟩). For this, we allow the use of standard Boolean operators ∧, ∨, ⇒, and
⇔ to connect two assume conditions.

Note that, certain properties might require specifying conditions only on specific
elements of the input instance x⃗ and thus, we use [⟨arg-quant⟩] to define the set of
such elements. We write it as:

⟨arg-quant⟩ ::= ∀i ∈ I | ∃i ∈ I

where I defines a fixed set of input elements. For instance, we formally write the
monotonicity property we currently take as a running example as:

∀x⃗1, x⃗2 ∈ X⃗ : ∀i ∈ {1, . . . , n} : x⃗1(i) ≤ x⃗2(i) ⇒ M(x⃗1) ≤ M(x⃗2)

To define this property we need a conjunction of a number of ⟨assume⟩ conditions
defined on each of the input arguments as x⃗1(i) ≤ x⃗2(i) and the set of input elements
I, which in this case are all the elements {1, . . . , n} of the input. The quantification
over the input elements, along with the conjunction of several ⟨assume⟩ conditions
thus allow us to define such kind of properties.

We define the atomic part (⟨cond⟩) of the ⟨assume⟩ and the ⟨assert⟩ conditions as
follows:

⟨cond⟩ ::= ⟨cond⟩ ⟨bool-op⟩ ⟨cond⟩ | ¬ (⟨cond⟩) | ⟨pred⟩

⟨pred⟩ ::= true | false | ⟨term⟩ ⟨comp-op⟩ ⟨term⟩

⟨comp-op⟩ ::= < | > | = | ≤ | ≥ | ̸=

Essentially, the conditions in ⟨assume⟩ and ⟨assert⟩ are predicates defined on the
inputs and the outputs of the MUT respectively, hence, a single such condition can
be connected to another by using different Boolean operators (⟨bool-op⟩) which we
described beforehand. Along with that, we allow a single condition to be negated
¬(⟨cond⟩) as well.

The predicates in the specification condition (⟨pred⟩) can be of various types de-
pending on the condition required to be specified. For instance, it can be simply ‘true’
or ‘false’, or a logical constraint defined over two terms (⟨term⟩) connected via a com-
parison operator (⟨comp-op⟩). The comparison operators we use here have their usual
meanings, for instance, a predicate involving two terms connected via the less than or
equal to operator (≤) should be evaluated to be true if the left side of this operator is
essentially having a lesser or equal value compared to the term on the right side.

The terms in the predicate can be of different types which are described as follows:

⟨term⟩ ::= z | r | x⃗j(i) | M(x⃗j) | ⟨term⟩ ⟨bin-op⟩ ⟨term⟩
| ⟨una-op⟩ ⟨term⟩ | ⟨vec-op⟩ x⃗j

Accordingly, each term in the predicate can be an integer (z) or, a real (r), valued
number, an input argument of a specific (j-th) input instance x⃗j(i) or denoting the
output corresponding to that instance, M(x⃗j) 3. The term M(x⃗j) can however only

3Note that, if we have more than one output, then we can use M(x⃗j)(k) to denote the k-th output
variable. For brevity, here we discuss the syntax assuming that the model has a single output.
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occur in ⟨assert⟩ condition. Moreover, each term can further be combined with other
terms through arithmetic operators ⟨bin-op⟩, described as follows:

⟨bin-op⟩ ::= + | - | * | \

Thereby, we allow deriving a complex expression as a specific term in the predicate
involving these arithmetic operators. Apart from these operations, our specification
also takes care of specific unary operations on the elements of the input instance. For
instance, we allow writing absolute value or the modulus operation. This is defined by
using the unary operator symbol ⟨una-op⟩.

As an example, let us consider the Lipschitz property [CMN+19] which requires that
the (Manhattan) distance between any two input vectors to the model must be greater
than or equal to the difference of the outputs for two corresponding vectors. Formally,
this property has the following form:

∀x⃗1, x⃗2 : true ⇒ c ∗
n∑

i=1
abs(x⃗1(i) − x⃗2(i)) ≥ abs(M(x⃗1) −M(x⃗2))

The constant c is specific with respect to the MUT. The abs operator denotes the
absolute value operation. On the left side of the ≥ operator, we specify the distance
measure between two input instances x⃗1 and x⃗2 . The possibility of using a combi-
nation of several arithmetic operators and the unary operator abs in our specification
mechanism therefore, allows specifying such a complex property.

Finally, some specific properties require to specify conditions on the minimum or
maximum input argument value of the input instance. For this, we use ⟨vec-op⟩ to be
applied on the input instance which can be derived as follows:

⟨vec-op⟩ ::= min | max

For instance, when min(x⃗) is specified on the input instance x⃗, the minimum value
of all the arguments of x⃗ is considered. The maximum value operation max refers to
the maximum of all the input arguments in the input vector. To exemplify such a
case, some specific regression models (see details about such models in Section 7.2.3 of
Chapter 7) require to satisfy the disjunctive property which requires the model output
to be greater or equal to the maximum value of the input arguments. It can formally
be described as:

∀x⃗ : true ⇒ max(x⃗) ≤ M(x⃗)

Thus, the ⟨vec-op⟩ operations on the input vector allow to specifying such kind of
properties by using our specification language.

6.2 Test Input Generation
Once we have the property specified in the appropriate format, the next step in our
property-driven testing approach is to employ our verification-based testing technique
to generate test cases on the given MUT. Figure 6.1 gives an overview of our test data
generation approach. In step 1 , first of all, a known ML model (either a decision
tree or a neural network) is learned from the given MUT. Since the internals of the
model are known to us, we call it a white-box model. This in the next step (step 2 )
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Figure 6.1: Workflow of Test Data Generation Approach in Property-driven Testing

is translated to a logical formula. To compute the property on the learned white-box
model, we however also need the property in the form of a logical constraint.

In the previous section, we described how our property specification language can be
used to specify properties. However, to check the property on the learned white-box
model and thereby on the MUT, we still need to perform two steps: (step 3 ) translating
the property specification into a logical formula, and (step 4 ) connecting this formula
to the logical formula describing the model and thus generating a conjoined formula.
Once, we are done with these two steps, we apply the satisfiability modulo theory
(SMT) solving technique to generate test cases on this conjoined formula (step 5 ).

Next, we describe the method for translating the specified property into the logical
formula and furthermore the method to connect it to the logical formula of the model.

6.2.1 Connecting to Model Encoding

Before describing the mechanism for translating the property in logical constraints,
we describe how we connect the translated property to the logical formula describing
the white-box model φmodel. More specifically, we describe how to adapt the encoding
of the white-box model based on the property specification, in order to analyze the
property on the model. To this end, if a property requires a single call to the MUT,
thereby requiring a single input instance and the corresponding output value to check
the property, a singly encoded model suffices. However, for hyper-properties, we require
more than one input instance and output value pairs to compute the property.

In our specification language, we allow for the specification of hyper-properties by
defining universal quantification over several input instances (i.e., ∀x⃗1, . . . , x⃗m). To
connect such property to the logical formula of the model φmodel, we create one instance
of this formula for each input instance defined in the given property specification
(indicated by ∀x⃗i). To do so, we create φmodel as φ1

model, . . . , φ
m
model formulas with

respect to each input x⃗ in ∀x⃗1, . . . , x⃗m. As described beforehand (see Chapter 3), the
encoded formula of the model φmodel contains constraints over the input arguments
x⃗(i) of the input instance as well as over the variables describing the outputs of the
model. Hence, to create m copies of the model encoding, we simply name the input
arguments and the output variables based on the copy j. For instance, we define the
i-th input argument of the j-th instance x⃗j as xj

i and analogously for output variables.
This process is furthermore repeated for all the other variables used in the logical
formula of the model. Thus, we create m copies of the model encodings. Finally,
the conjunction of all these model encodings gives us the final formula describing the
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Figure 6.2: Parse trees for parsing expressions describing specification conditions

model as follows:

φmodel ≡ φ1
model ∧ . . . ∧ φm

model

Once the model encoding is done, we encode the property into logical formula. To
this end, our property encoding consists of two parts, the logical formula describing
the assume condition φassume, and the logical formula describing the assert condition
φassert

4. Thus we can write the property specification using the following logical
formula:

φprop ≡ φassume ⇒ φassert

However, since our aim is to find a counter-example falsifying the property, we take
the negation of the specification. Thus, we derive the negation of the logical formula
of the property φ¬prop as follows:

φ¬prop ≡ ¬(φassume ⇒ φassert) ≡ ¬(¬φassume ∨ φassert) ≡ φassume ∧ ¬φassert

Thus, we conjoin the logical formula describing the assume and the negation of
the assert conditions. Using this constraint allows us to find a counter-example to
the property on the white-box model. We next describe the translation mechanism of
these two conditions in logical formulas.

6.2.2 Property Translation

Given the property specification in the assume and assert form following the grammar
described beforehand (Section 6.1.1), we next translate the property into logical formu-
las (or more specifically into SMTLIB 5 format). The translation of the specification
conditions is done by breaking down the predicates of the conditions and then rebuild-
ing it using the valid operators in SMTLIB. In our specification language, we have
predicates involving standard arithmetic, Boolean, and logical comparison operators
which are directly available in the SMTLIB and, specific operators such as minimum,
maximum, or absolute value functions for which we employ customized functions.

We start with the method of converting simple specification conditions written in
assume or assert. Since we require the expression to be in prefix notation (also termed
as Polish notation) for the SMTLIB format, we use regular expressions to parse the
expression of the specification condition and convert it to prefix form. This allows
breaking expressions into its atomic components. Hence, we can use it to convert our
property specification into the desired format. Precisely, the parsing of the regular
expression generates an output as a tree with the stack of operations. The depth-first

4For brevity, instead of ⟨assume⟩ and ⟨assert⟩, we now call them assume and assert respectively.
5http://smtlib.cs.uiowa.edu
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search (DFS) of such a tree would then give us the prefix expression we require, while
preserving the order of the operations.

The Figure 6.2 a–d, shows different parse trees for parsing different types of specifi-
cation conditions.

a) On the highest level, we have different assume statements which get connected via
Boolean operators.

b) Each assume condition can be a single predicate (⟨cond⟩) or a combination of
predicates, which can be further connected through different Boolean operators
(⟨bool-op⟩).

c,d) The basic components of each condition are then terms that can be either con-
nected by using comparison operators (⟨comp-op⟩) or be combined using arith-
metic operators such as +,−, ∗.

Note that, a specification condition can be really complex, for instance, a term
can further be a large arithmetic expression of the form ⟨term⟩⟨bin-op⟩⟨term⟩⟨bin-
op⟩ . . . ⟨term⟩. We can first take each atomic part of this expression of the form ⟨term⟩
⟨bin-op⟩ ⟨term⟩ and create a parse tree similar to the one in Figure 6.2 and then
proceed on to generate a large tree with a number of nested basic parse trees. For
brevity, we just give here the sketch of the process for translating the specification
condition into our desired format by using the atomic cases.

While parsing any of the trees, we first visit the root node and then the left sub-tree
and the right sub-tree, thereby generating an expression in prefix notation (which we
require for applying the SMT solver). For instance, in the case of the rightmost parse
tree in Figure 6.2, by following such a traversal we generate an expression of the form:

⟨bin-op⟩⟨term⟩⟨term⟩

Specific Cases. The terms (⟨term⟩) corresponding to the the pre-condition assume
can either be an integer or a real number or a specific input argument i for the j-th
input instance 6 x⃗j , defined as x⃗j(i). A specification condition might further depend
on one or more of these input arguments (∀i ∈ I, ∃i ∈ I). Hence, we need to translate
such quantification defined over the set I (containing a number of input elements), to
give a valid formula for the specified condition. As explained above (in Section 6.1),
for each input argument, the second parameter of the Assume function provides the
values of it, and therefore the translation of the universal quantification ∀i ∈ I for
some finite set I describing the argument positions, can be translated as follows:∧

n∈I

φassume ∧ ¬φassert[i 7→ n]

Therefore, i is replaced in the translated formula with the fixed values of n from
I. Similarly, in case of the existential quantification over some input elements, the
formula can be derived as, ∨

n∈I

φassume ∧ ¬φassert[i 7→ n]

6Note that, we can have more than one input instances based on the type of property we consider.
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Apart from the input arguments, our property specification mechanism further al-
lows to define a free variable with a specific range (if required). For instance, such
a specification can be written in form ∀c ∈ R : assume ⇒ assert where R = [a, b].
The ∀c ∈ R part with the range [a, b] can be then translated to logical formula as
(a ≤ c) ∧ (b ≥ c).

A single term in our specification condition might also have unary operators applied
to it, such as absolute value operation, or vector operations min or max applied on
the input as a whole. Since there do not exist any operators to be used directly in
SMTLIB, we implement customized functions for them, as described below:

• The absolute value operator is applied to a specific input element and for this
we define a custom function in SMTLIB, which can be called when needed and
defined as follows:

(declare-fun abs ((x Real)) Real
( ite (>= x 0) x (- x)))

The ite operator here works as the traditional if-then-else approach which for
the above function states, if the value of the variable x is greater than or equal to
0, then the returned value of the function would be the value of x itself, otherwise,
the returned value would be the one with the minus (-) operator applied, which
then is simply the positive value of x.

• The specification condition might contain min or max operations to describe
the condition on the minimum or maximum values of the input instance. These
two operations are also not available in SMTLIB. Therefore, we write individual
functions implementing them. For instance, the min function in SMTLIB is
implemented as follows:

(declare-fun min ((x Real) (y Real)) Real
( ite (<= x y) x (y)))

If the input value x is lesser or equal to the input value of y, then x is returned,
otherwise, y. The function implementing the max operation works similarly
using ≥ instead of ≤ operation. For brevity, we only show the function for
these operations involving two inputs. However, in reality, we have often a high
number of arguments in the input instance x⃗. Thus, we write an extension of the
function described above implementing the complete min operation (and max
operation).

Next we exemplify our property translation mechanism.

6.2.3 Property Translation Example

Again we use the monotonicity property as an example. First, we translate the assume
part of this property to generate the formula φassume. The assume condition in this
property is specified as,

∀x⃗1, x⃗2 ∈ X⃗ : ∀i ∈ {1, . . . , n} : x⃗1(i) ≤ x⃗2(i)

Here, we have two instances x⃗1 and x⃗2 of size n which can be denoted in the logical
formula by using a simple numbering scheme to rename the input instances as x1 and
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Figure 6.3: Parse tree for parsing the assume condition in monotonicity property

x2 and the i-th elements of the instances as xi
1 and xi

2 respectively. Next, since the
specified condition is over all the input elements, we generate n number of correspond-
ing logical constraints for x⃗1(i) ≤ x⃗2(i), which are connected via the Boolean logical
conjunction operator (∧). Assuming, n = 3, we have three conditions in the assume,
which are logically conjoined as:

(x1
1 ≤ x1

2) ∧ (x2
1 ≤ x2

2) ∧ (x3
1 ≤ x3

2)

This forms the logical constraint φassume. A parse tree for this is depicted in Figure 6.3.
By visiting this tree in dfs manner, we generate the expression in SMTLIB format (in a
prefix notation) thereby replacing the operators with the appropriate symbols (which
are mostly simple keywords) as follows:

(and (<= x11 x12) (<= x21 x22) (<= x31 x32))

The and corresponds to the logical conjunction ∧, and xji is the i-th element of the
j-th instance (x⃗j(i)).

After generating the logical constraint for assume, we translate the assert part of
the property which can be written as: out1 = out2, where out1 is the variable denoting
the output of the MUT for the instance x⃗1 (denoted as M(x⃗1)), and similarly out2
denotes the output corresponding to the instance x⃗2 (denoted as M(x⃗2)) 7. However,
since our aim in testing is to find a counter-example to the property, we take the
negation of the assert condition, and we write the formula as ¬(out1 = out2) which in
SMTLIB is,

(not (= out1 out2))

Finally, we conjunct the formula φassume and φ¬assert to create the final formula
specifying the negation of the property.

6.2.4 SMT Solving
After translating the property specification into the logical formula, next we conjoin
this formula to the logical encoding of the model as φmodel ∧ φassume ∧ ¬φassert to
generate the final SMT formula φ (in Step 4 of Figure 6.1). This is then checked
for satisfiability by using the SMT solver Z3 [MB08]. If a satisfiable example to the
formula φ is found, we call it the counter-example to the property, and we store this

7Note that, we do not give the parse tree for the assert condition, since this is quite trivial, containing
a node with the ̸= operator and two leaf nodes pertaining to M(x⃗1) and M(x⃗2).
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and generate more such counter-examples by using the pruning technique (described
in Section 5.2.3 of Chapter 5). Next, we check the validity of these counter-examples
by executing them on the actual model under test (MUT) and if any one of them is
found to be valid, we have found a counter-example to the property (in Step 5 of
Figure 6.1) and therefore, we stop by returning the counter-example. Otherwise, we
further retrain a new model using the invalid counter-examples to generate a model
which better approximates the MUT, thus going back to Step 1 ) and repeating the
subsequent steps. The entire process goes on until a user defined timeout occurs or
the SMT solver does not find any counter-example to the property.

6.3 Related Work
In this chapter of our thesis, we gave an approach to test a black-box model with respect
to any property, specifiable in a particular format. To this end, we combine verification-
based testing (described in Chapter 5) and a property specification mechanism to
develop a property-driven testing approach. The idea of verification-based testing
approach is closely related to the learning-based testing approach [Ang87, PVY99,
MN10], whereas generating test cases based on a given specification stems from the idea
of property-based testing [CH00]. Therefore, we discuss the related works published
in these two research areas.

Learning-based testing. This is a specific type of testing technique where a model
is learned from the given function under test and then the learned model is used
for the test generation process. The model that is being learned can be an au-
tomaton [KNR+21, CHJS16], a piece-wise function [MN10], or a machine learning
model [PW15]. Note that, the automaton models are more frequently used in the
literature and there exists a large body of works to this end. We do not mention them
here since we already discussed them in detail in Chapter 2. Here, we mainly focus on
the works where a machine learning model is learned in the context of testing.

To this end, our work is probably closest to the work of Meinke et al. [MN10] where
given a black-box numeric function, they first learn a piece-wise polynomial function
using a set of input-output pairs, obtained by executing a randomly generated set of
inputs on the function under test. Once the polynomial function is learned, this is
then converted to a logical formula and moreover, the property described in first order
logic is conjoined to the former formula. Next, the Hoon-Collins cylindric algebraic
decomposition (CAD) algorithm [CJ12] is applied to check the satisfiability of the
entire formula. If a satisfiable example as a counter-example to the property is found,
it is validated on the original function under test. If valid, the counter-example is
returned as a proof of violation to the property, otherwise, it is added to the set of
input-output pairs (which was generated initially to learn the polynomial model) and
used to modify the inferred model.

The basic methodology of our approach is the same as in the approach of Meinke et
al., however, we follow a more systematic method compared to their approach. First,
we learn a sophisticated (machine learning) model (from one of the two models) approx-
imating the given model (or a function) under test. To this end, we have the possibility
to learn either of the two ML models (decision tree or neural network) which are taken
from the state-of-the-art machine learning library scikit-learn [PVG+11]. Second,
the learned model is checked for satisfiability by using the SMT solver Z3 [MB08]
which has been shown to be much more effective and efficient than the CAD algo-
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rithm. We moreover use the pruning technique (see Chapter 5) to generate a number
of counter-examples to the property under test which allows us to retrain the learned
model with not just a single instance, but with a number of instances. Finally and
most importantly, we have a property specification approach that allows us to check
the given model with respect to any property (as long as it could be specified using
our domain-specific language, see Section 6.1).

The work of Briand et al. [BLBS09] proposed the learning of a decision tree from
a given function under test. The tree is learned to evaluate the existing test cases
(which are already available to test the program) and update them if necessary. They
convert the concrete test cases into abstract cases by using the behavioural specification
available for the function and then use these abstract test cases to train a decision tree
algorithm. The generated tree model is then manually analyzed to find out whether
the existing test cases suffice or whether more test cases are needed. In short, they
manually analyze the learned decision tree model to extract the coverage information
of the existing test cases and add more test cases if required. In contrast, we do not
intend to evaluate a set of test cases, rather we learn a decision tree model to analyze
the property on the model automatically by using an SMT solver, in order to find a
violation.

The work of Papadopoulos et al. [PW15] proposed an approach to learn a decision
tree in order to generate test cases. They first learn a decision tree using a set of
random input-output pairs (generated using an approach similar to ours) and then
apply the Z3 solver to generate test cases covering each branch of the tree. Thus, after
this step a list of k inputs (which corresponds to the number of branches in the tree)
and their corresponding outputs (based on the decision tree) are generated. Then the
outputs are checked with the function under test, if all of them match or a bug is found
they stop the process. Note that, the idea herein is to generate test cases by using the
inferred model, and each time such test inputs are generated, they execute the test
cases on the actual function under test in order to find undesired behaviour. Their
experimental evaluation suggests that their test generation process has more coverage
than the randomly generated test cases. Our approach, on the other hand, uses the
inferred model to analyze the property by using the SMT solver Z3. If a counter-
example to the property is found we use a novel technique (pruning) to generate more
test cases and all of which are then validated on the original model under test.

Property-based testing. In this testing approach, the tester specifies a property in
pre- and post-condition format. Then a test generation process is used to generate test
cases (satisfying the pre-conditions), which are then executed on the function under
test in order to find a violation of the post-condition specified on the output. The
rationale behind this approach is to use the specification to guide the test generation
process and automate the testing. To this end, in the literature, we found a number
of works that we present next.

Gourley [Gou83] proposed the idea of using a formal specification to guide the test
generation process. He discussed the need for using formal language with well de-
fined semantics to define the specification with respect to which the function would
be tested. Later, Richardson et al. proposed to use a specification for several tasks in
testing [ROT89], such as using the specification to partition the input space and then
finding out faults, generating inputs based on a specification, and then checking for
faults manually, attempting to force a violation of the oracle as embodied in the spec-
ification. Stocks et al. [SC93] proposed to use the Z specification [Spi89] to define test
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templates to be used for specification. They discussed the usage of such specifications
beyond testing, e.g. for maintenance, refinement of software, and so on.

Khurshid et al. [KM04] proposed TestEra, an automated testing technique for Java
programs. The idea therein is that the tester can provide the specification using
the specification language framework Alloy [JV00] and then the Alloy-alpha ana-
lyzer [JV00] is used to generate a number of test cases (with a bound given by the
tester) matching the pre-condition of the specification. Each of these test cases is then
executed on the given function to find out the violation specified as post-condition.
However, the property specification capability of Alloy is limited and the tester needs
to, first of all, understand the specification mechanism (which is a non-trivial task as
mentioned by the authors) to specify properties. In a similar sort of approach, Tan et
al. [TSL04] proposed to use linear temporal logic (LTL) formula to specify properties
and then the usage of the model checking tool to generate test cases. Along with
the type of properties that can be specified, in this case, the approach is also limited
to testing specific programs. In a recent work, Schumi et al. [SS21] proposed the K
framework [RS10] to specify properties to be tested for compilers. Essentially, they
combined the K framework and a fuzzer [NPS+20] to generate test cases. However,
this framework is much more suitable for testing programs pertaining to interpreters,
and compilers.

The property specification framework of our approach allows the tester to specify a
large variety of properties including hyper-properties which none of the above works are
capable of. Our specification language is relatively simple and intuitive since it adheres
to the syntax and semantics of any standard programming language. The idea of using
such a specification language was first given by Claessen et al. [CH00]. They proposed
QuickCheck 8, a tool to test programs written in Haskell. In their work, they proposed
a simple domain-specific language that allows the tester to specify properties on the
input and output variables directly, considering standard Boolean, conditional, and
arithmetic operators. Since then, a number of property-based testing tools have been
developed for several other programming languages such as in Python [hyp23], or in
Java [jqu23]. The main idea behind property-based testing is to use the specification to
generate test cases, by executing the predicates defined in the property specification,
and thereby finding a violation of the property. Usually, the test case generation
method is done either randomly or based on the test generator (defined as a probability
distribution of the input). Hence, this method generates test cases without taking the
property into consideration. In contrast, in our property-driven testing approach, we
use the property to generate test cases in a targeted manner. In the next Chapter,
we show the superiority of our testing mechanism over property-based testing, by
validating several types of models and functions with respect to a large variety of
properties.

To summarize, in this chapter, we described the specification language which we
use to specify properties in our testing mechanism. We gave the syntax and the
semantics of the language along with the description of how we translate the property
into the logical formulas and then connect it with the constraints defining the inferred
model. We then use the verification-based testing technique (described in Chapter 5)
to generate test cases in a targeted manner using the SMT solving technique. In the
next chapter, we empirically evaluate our approach and compare it to the existing
approaches while validating several types of properties.

8https://hackage.haskell.org/package/QuickCheck

103





7 Evaluation of MLcheck

In this chapter, we present the tool MLcheck which implements the idea of property-
driven testing (see Chapter 6) and consequently verification-based testing (see Chap-
ter 5). After giving a brief description of the tool, we describe the evaluation of
MLcheck in testing diverse properties on several types of ML models. To this end,
we perform external and internal evaluations of our tool. In external evaluation, we
perform experiments to find out the effectiveness and efficiency of MLcheck in com-
parison to the other baseline tools 1. We furthermore perform experiments as part of
the internal evaluation of MLcheck comparing different options within our tools to
find out which settings give superior performance.

We start by giving a short description of the implementation of MLcheck in Sec-
tion 7.1. Next, we present the experimental setup in Section 7.2 where we describe the
properties, datasets, ML models, and the baseline tools we considered for the evalua-
tions. In Section 7.3, we present the results of testing different properties comparing
the effectiveness and efficiency of MLcheck to the baseline tools. We furthermore
also present the results of the internal evaluation of our tool. Finally, in Section 7.5
we describe the limitations of MLcheck and the existing literature in Section 7.6.

7.1 Implementation of MLcheck

We implemented our property-driven testing approach in a testing tool called MLcheck.
The generic workflow diagram of our tool is depicted in Figure 6.1 (see Page 96) which
consists of several modules. In general, MLcheck is modular and extensible, and
hence, re-purposing our tool by extending or modifying a specific module can be done
without being forced to adapt the other modules of the workflow. However, such an
extension can only be performed as long as it is consistent with the overall approach.
Next, we take a brief look at the implementation details for each of these steps in our
workflow.

The implementation of the tool is done using the Python programming language
(v3.10.5) and consists of approximately 3500 lines of code 2. Since our property-driven
testing approach requires learning an ML model approximating the given model under
test (MUT), we use scikit-learn (v1.1.2) [PVG+11] library, as a default choice,
for taking the decision tree and neural network algorithms for generating the models.
Note that, if the tester chooses neural network as the underlying white-box model
the library to be used for loading the corresponding learning algorithm can also be
PyTorch (v1.5.1). Once the white-box model is learned, it must be translated into the
logical formula.

1These are basically the existing tools which are known to be the best performing in testing corre-
sponding properties.

2https://github.com/arnabsharma91/MlCheck
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For the logical formula, that is describing the learned model, we use the SMTLIB
format 3. SMTLIB is a standard format that is supported by most SMT solvers. Af-
ter generating the SMTLIB formula, we forward it to an SMT solver. To this end,
MLcheck allows to use one of the following three solvers: Z3 [MB08], CVC [BCD+11],
and yices [Dut14]. The reason for choosing these solvers is because of their top per-
formance in SMTComp 4.

All options described above (model and solver) as well as any other configuration
option can be selected in MLcheck with the designated input parameters. More
details on how to configure MLcheck are provided in Section A.2 of Appendix A.

7.2 Experimental Setup

We evaluated MLcheck on 202 machine learning models generated using 26 datasets
to validate 20 properties on them. Based on the properties we consider, the datasets
that are used to generate the models and also the generated models vary. To present
the experimental setup we considered for the evaluation of MLcheck, in Section 7.2.1
we first formally define the properties which we have validated on the ML models.
Then we describe the datasets which are used to generate the MUTs (based on the
properties) in Section 7.2.2. We trained several types of classification and regression
learning algorithms on these datasets to generate models for evaluations which we
describe in Section 7.2.3. Finally, in Section 7.2.4 we describe the baseline tools which
we used for comparing the effectiveness and efficiency of our tool.

7.2.1 Properties

For the evaluation of MLcheck we have considered diverse properties to test on
classification and regression models. We first define the properties– fairness, secu-
rity, concept relationship which we test on the classification models. Then we define
the properties we check on the regression models. Note that, to formally define the
properties here, we use the formalization from Section 2.1 of Chapter 2.

Fairness

A number of fairness definitions exist in the literature, as summarized by Verma et
al. in a survey [VR18]. However, the basic idea behind all these definitions mostly is
the same. An ML model is discriminating or unfair against some specific individuals
in society if it gives different predictions based on specific feature values of the given
input instances. The specific features in this context are called protected or sensitive
features. In other words, an ML model is deemed fair, if it gives prediction irrespective
of the values of the sensitive features. In this case, the MUT we consider is a classifier,
more specifically a binary classifier that only predicts two classes, 0 and 1. Formally,
the MUT we consider for this property is defined as a predictive function of the form:
M : X1 × . . .×Xn → Y , where Y ∈ {0, 1} 5. We consider X⃗ to denote X1 × . . .×Xn.
The fairness properties we considered testing can be defined as follows:

3http://smtlib.cs.uiowa.edu
4https://smt-comp.github.io/2022/results.html
5Note that if the classifier is not binary then Y ∈ Z+, which we term as multi-class classifier.
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Individual discrimination. A classification model is said to be fair with respect to this
definition if it predicts the same outcome for any two input instances, which have
the same values for all the features except for the sensitive ones. Formally this
can be defined as,

Definition 7.1 A classification model M is fair with respect to a sensitive feature
i, if for any two data instances, x⃗1, x⃗2 ∈ X⃗ we have (x⃗1(i) ̸= x⃗2(i)) ∧ ∀j , j ̸=
i.x⃗1(j) = x⃗2(j) implying M(x⃗1) = M(x⃗2).

This definition is first introduced by Galhotra et al. [GBM17] who termed it
causal fairness. For example, consider the tree model depicted in Figure 5.1 from
Chapter 5 (page 82). As we described before, this decision tree is not fair with
respect to the sensitive feature ‘gender’, based on this fairness definition. For
instance, the tree gives two different predictions for the following pair of data
instances:

x⃗1 = income=4500, age=50, gender=female
x⃗2 = income=4500, age=50, gender=male

For the first instance, the tree model gives the prediction as ‘no’ and for the
second instance it predicts ‘yes’, thus, the model is individually discriminating
based on the gender of a given person.

Fairness through awareness. This definition relaxes the previous definition of fair-
ness. It requires the ML model to give similar predictions for similar individ-
uals [DHP+12]. The similarity is captured by using a distance metric between
two input instances, d : X⃗ × X⃗ → R. This definition can be formally defined as
follows:

Definition 7.2 Let d : X⃗× X⃗ → R be a distance metric and ε be a threshold. A
classification model M is said to be fair with respect to a set of sensitive features
F = {i1, i2, . . . , im} ⊆ {1, . . . , n} if for any two data instances x⃗1, x⃗2 ∈ X⃗ we
have d(x⃗1, x⃗2) ≤ ε implies M(x⃗1) = M(x⃗2).

Thus, for any two individuals who are similar with respect to the distance metric
d, the ML model must predict the same output. However, unlike the related
works [DHP+12, VR18], we consider this definition by not taking the probability
distributions of outcomes into account, rather, we directly define the definition
on the output prediction. Nonetheless, this change does not alter the meaning
of this definition.

Security

We apply our tool MLcheck on a security property called trojan attacks. This prop-
erty pertains to multi-class classification models, or more specifically the image clas-
sifiers, requiring a classifier to predict a certain class if a specific pattern is present in
the input instance. The attacker aims to attack an ML model by obtaining the model
from an open source repository and then using specific training techniques to poison
the model [LMA+18]. The model is trained in a way such that it will predict a desired
class (for the attacker) only when some specific feature values are present in the input,
however, otherwise it will always predict normally. This poisoned model is then again
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Table 7.1: Characteristics of the properties validated on the classifiers
Properties Hyper-property Binary Multi-class Multi-label

Individual discrimination ✔ ✔ ✘ ✘

Fairness through awareness ✔ ✔ ✘ ✘

Monotonicity ✔ ✘ ✔ ✘

Subsumption ✘ ✘ ✘ ✔

Disjointness ✘ ✘ ✘ ✔

Trojan attack ✘ ✘ ✔ ✘

uploaded to the repository where it was obtained from. The property can be formally
defined as follows:
Definition 7.3 Let T ⊆ {i1, . . . , iℓ} be a set of trigger features, t⃗ ∈ X⃗ a trigger vector
and z ∈ Y a target prediction. A predictive model M is vulnerable to attack (T, t, z)
if for any data instance x⃗ ∈ X⃗ the following holds:

∀t⃗ ∈ T⃗ : x⃗(t) = t⃗t ⇒ M(x⃗) = z .

The training technique followed by Liu et al. [LMA+18] to poison a model by ac-
cessing its internal parameters is beyond the scope of this thesis and thus, we do not
describe them here. The training method we follow to generate such poisoned models
is described in Section 7.2.2. Alike Baluta et al. [BSS+19], given a model and the
trigger feature values, we aim to find out whether there is an instance for which the
trojan attack fails, i.e., even if the trigger values are present in the instance, the output
is not the desired class value. Note that, this property is however different from the
adversarial attacks which utilize the inherent non-robustness of the model to find out
dissimilar predictions for two instances lying within a specific distance [MFF16].

Concept Relationship

This property is specific to multi-label classification models. To give a short revisit of
a multi-label classification model, formally this is defined as, M : X⃗ → Y⃗ , where Y⃗ is
the set of classes. Thus, in case of multi-label classification, instead of a single class
we get a set of class values as the output prediction (see Section 2.1 of Chapter 2 for
more details).

This property is required to be satisfied in an application area called knowledge
graphs [EW16], where the multi-label classifiers are learned to categorize entities 6

according to a given concept stated in an ontology and described using the ontology
specification language (such as OWL 7). The ontology does not just define the concepts
but also defines their relationships which the classifiers should adhere to. For example,
a multi-label classifier can be taught to categorize entities into three different concepts
(i.e., in three classes): Animal, Dog, and Cat. The classifier should not classify an
instance as Dog and Cat at the same time. Moreover, if the entity is categorized as
Dog, it should also be categorized as an Animal. Below, we formally define the concept
relationship.

6Note that, in case of a knowledge graph an entity can be a node or an edge of the graph.
7https://www.w3.org/2001/sw/owl
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Definition 7.4 A concept relationship is a Boolean expression over the label names
L. A multi-label classification model M is respecting concept relationship φ if for any
data instance x⃗ the formula

φ[Li := M(x⃗)i, 1 ≤ i ≤ m]

is true.
In this case, the formula φ[Li := M(x⃗)i, 1 ≤ i ≤ m] is representing the constraint

where the label names are replaced by the corresponding Boolean values as predicted
by the classifier. To this end, we consider two specific sorts of concept relationships:
subsumption and disjointness. As these are highly context dependent, we explain these
with the help of our current example of Animal, Dog, and Cat labels. For instance, the
subsumption relationship is defined as ‘is a’ relationship such as φ1 : Dog ⇒ Animal
(every dog is also an animal) and φ2 : Cat ⇒ Animal (every cat is also an animal).
On the other hand, a disjoint relationship can be defined as ‘is not a’ relationship such
as φ3 : Dog ⇒ ¬Cat (A dog is not a cat).

In Table 7.1 we categorize the properties we tested on the classification models
based on their types 8. The first three properties are basically hyper-properties (see
Section 2.2.2) which we also termed as metamorphic properties. For such a property,
we need two instances and their corresponding two outputs to define it. We also
categorize the properties based on the type of classification models on which they are
tested.

Properties of Regression Models

Now we define the properties we validated on specific regression models and a type
of programmed numeric function called aggregation functions (see Section 7.2.3). A
regression model can be formally defined as M : X⃗ → R. Thus, the model in this case
takes an input vector and outputs a real-valued number. The aggregation functions
we validated can also be defined in this way, with the only difference being that these
functions are programmed, whereas the regression models are learned. For uniformity,
we also denote the aggregations functions as the model under test (MUT). The prop-
erties we describe below pertain to the aggregation functions as well as the regression
models we tested.

Monotonicity. The montonicity property in this case requires the output of the model
to be increasing or staying the same if all the input elements (i.e., features) are
also increasing or staying the same. More formally,

Definition 7.5 The model M : X⃗ → R is monotone if for any two inputs x⃗1,
x⃗2 ∈ X⃗ we have,

∀i ∈ {1, . . . , n} : x⃗1(i) ≤ x⃗2(i) ⇒ M(x⃗1) ≤ M(x⃗2)

Apart from checking monotonicity on the regression models, we also check mono-
tonicity on the single-label classification model. However, for the classifiers we
test the monotonicity with respect a specific feature i, and furthermore we as-
sume the set of feature values X⃗i and the set of class values Y have total order ⪯i

8Note that, the monotonicity property for the classification models is defined in Definition 7.6.
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and ⪯Y respectively. The feature with respect to which we check monotonicity
is called monotonic or monotone feature. Using this, we define the monotonicity
property we check on the classification model as follows:

Definition 7.6 A classification model M is monotone with respect to a fea-
ture i if for any two data instances x⃗1, x⃗2 ∈ X⃗, we have (x⃗1(i) ⪯i x⃗2(i)) ∧
(∀j : j ̸= i.x⃗1(j) = x⃗2(j)) implies M(x⃗1) ⪯Y M(x⃗2).

Boundary conditions. The regression models and all of the aggregation functions we
check have a specific real interval I within which they operate. The lower bound-
ary value of the interval is termed as infimum, denoted as inf I, and the upper
boundary value is termed as supremum, denoted as sup I. This property dictates,
if all the input elements of an input vector have the boundary values correspond-
ing to that interval, then the output should also be that boundary value. Thus,
we have two boundary conditions properties which are defined as,

Definition 7.7 A model fulfills the infimum and supremum boundary conditions
if,

∀x⃗ ∈ X⃗ : ∀i ∈ {1, . . . , n} : x⃗(i) = inf I ⇒ M(x⃗) = inf I

∀x⃗ ∈ X⃗ : ∀i ∈ {1, . . . , n} : x⃗(i) = sup I ⇒ M(x⃗) = sup I

Strict montonicity. A model is said to be strictly monotone if the model’s output is
increasing only when one or several input elements are also increasing. Formally,

Definition 7.8 The model M : X⃗ → R is strictly monotone if for any two inputs
x⃗1, x⃗2 ∈ X⃗ we have,

∀i ∈ {1, . . . , n} : x⃗1(i) ≤ x⃗2(i)∧∃i ∈ {1, . . . , n} : x⃗1(i) ̸= x⃗2(i) ⇒ M(x⃗1) < M(x⃗2)

Lipschitz. This property requires the differences between the outputs of the model to
be bounded by the distance between the input vectors and a constant which is
termed as Lipschitz constant. For the distance between two input vectors we
consider Manhattan distance [Cra17]. Formally,

Definition 7.9 For any two input vectors x⃗1, x⃗2 ∈ X⃗, the model is called c-
Lipschitzian if the following inequality holds:

∀x⃗1, x⃗2 : true ⇒ c ∗
n∑

i=1
abs(x⃗1(i) − x⃗2(i)) ≥ abs(M(x⃗1) −M(x⃗2))

Note that, the values of the Lipschitz constants are different across different
aggregation functions and regression models. There are many ways to get the
Lipschitz constant for a model, such as analytical, experimental, numerical, or
using the known results from the literature. In our experimental evaluation, the
Lipschitz constants we have considered, some of which are taken based on the
known values and some are derived using numerical estimations.

Symmetry. A model is said to be symmetric if the output of the model does not depend
on the order of the inputs. Thus, a symmetric model should be invariant of any
of the permutations of the input elements.
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Definition 7.10 A model is called symmetric if for every permutation π :
{1, . . . , n} → {1, . . . , n} of the input elements, the output of the model remains
the same M(x⃗) = M(x⃗π)

To check the symmetry property, we do not need to check whether for every
permutation the output of the function remains the same. Based on the proof
given in [Rah18], we can check symmetry by just checking two hyper-properties
which can be defined as follows:

Definition 7.11 A model is called symmetric if for any two inputs x⃗1, x⃗2 ∈ X⃗,
the following holds:

∀i ∈ {3, . . . , n} : (x⃗2(1) = x⃗1(2))∧(x⃗2(2) = x⃗1(1))∧(x⃗2(i) = x⃗1(i)) ⇒ M(x⃗1) = M(x⃗2)

∀i ∈ {2, . . . , n− 1} : (x⃗2(i− 1) = x⃗1(i)) ∧ (x⃗2(n) = x⃗1(1)) ⇒ M(x⃗1) = M(x⃗2)

Idempotency. This property requires that if all the elements of the input vector have
the same values, then the output should also be that value. Formally this can
be defined as,

Definition 7.12 A model is idempotent if for any x⃗ ∈ X⃗:∧
i∈{2,...,n}

(x⃗(i) = x⃗(1)) ⇒ M(x⃗) = x⃗(1)

Averaging. The averaging property combines three different properties–conjunction,
disjunction, and internality. These three properties define specific relationships
between the output of a model and the elements of an input vector.

Definition 7.13 A model is conjunctive, if,

∀x⃗ : true ⇒ min(x⃗) ≥ M(x⃗)

Definition 7.14 A model is disjunctive, if,

∀x⃗ : true ⇒ max(x⃗) ≤ M(x⃗)

Definition 7.15 A model is internal, if,

∀x⃗ : true ⇒ min(x⃗) ≤ M(x⃗) ≤ max(x⃗)

Invariance. This property checks the scale type or variable type of the input elements.
An element of the input can also be considered as a variable and there exist four
major categories of scales for the variables: nominal, ordinal, interval, and ratio.
The invariance property exists for each of these scales, however, in this thesis,
we consider only ratio scale invariance.

Definition 7.16 A model is called as ratio scale invariant if,

∀x⃗ : ∀c ∈ R : true ⇒ M(c ∗ x⃗) = c ∗M(x⃗)
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Table 7.2: Monotonicity datasets and their characteristics
Name #Features #Group #Instances Descirption

Adult 13 4 32561 Income detection
Diabetes 8 5 768 Diabetes prediction
Mammographic 6 3 961 Cancer prediction
Car-evaluation 6 4 1728 Car quality evaluation
ESL 4 2 488 Student grade evaluation
Housing 13 3 506 House price prediction
Automobile 24 10 205 Car price prediction
Auto-MPG 7 5 392 Car mileage evaluation
ERA 4 2 1000 Student grade evaluation
CPU 6 5 209 CPU run-time prediction

Table 7.3: Fairness datasets and their characteristics
Name #Features Sensitive features #Instances Description

Adult 13 Gender 32561 Income prediction
Bank 16 Age 30488 Term deposit subscription
Credit 20 Gender 1000 Credit risk prediction
Titanic 9 Gender 891 Survival prediction

Additivity. This property requires the sum of the elements of two input vectors to be
equal to the sum of the outputs given the model. Formally,

Definition 7.17 A model is additive if for any two inputs, x⃗1, x⃗2 ∈ X⃗ we have,

∀i ∈ {1, . . . , n} : true ⇒ x⃗1(i) + x⃗2(i) = M(x⃗1) +M(x⃗2)

Next, we describe the datasets which we used to generate the MUTs.

7.2.2 Datasets

The datasets that we have used in generating different models depend on the properties
we have validated in this thesis. For instance, the dataset that we used to generate ML
models to check the security property is an image dataset. The ML models on which
we checked the fairness properties are generated using some specific datasets which
have been previously considered in the related works. Below we give the descriptions
of the datasets categorized based on the properties we have considered.

Fairness. We have taken four datasets as described in Table 7.3 to generate ML models
for testing fairness. These datasets were taken in the existing works of validat-
ing fairness [Agg18, UAC18, ZWS+20] to generate ML models. Hence, these
are considered to be standard datasets in the domain of fairness validation. In
Table 7.3 we give the datasets along with their characteristics, such as the num-
ber of features (#Features), the sensitive features with respect to which we test
fairness, the number of instances (#Instances), and a short description of the
dataset. Note that the sensitive features with respect to which we test fairness
are also considered in the aforementioned related works.
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Figure 7.1: Examples of images with triggers

Monotonicity. The 10 datasets that are taken for generating classification models on
which we test the monotonicity property –defined in Definition 7.6– are described
in Table 7.2. These datasets are collected from the UCI machine learning repos-
itory 9 and the OpenML data repository 10, and are also used in the existing
works on monotonicity [KS09, TCDH11]. Apart from giving the datasets, we
also present some of the characteristics of the datasets, such as the number of
features and instances, and a short description of the datasets in Table 7.2. Along
with that, we give the number of features with respect to which we tested mono-
tonicity in the #Group column. These features are chosen based on the existing
works and also on our assumption about the application domain. For example, in
case of the adult dataset–containing predictions regarding whether the income
of a person is greater than 50,000–we check monotonicity with respect to the
features age, weekly working hours, capital gain and education level. The idea
herein is, if these values are increasing then the chances of having an income
greater than 50,000 must also be increasing. A detailed list of features with re-
spect to which we test monotonicity for each dataset is given in Section A.4 of
Appendix A.

Security. For testing the security property trojan attack, we used the MNIST 11

dataset containing images of hand-written digits to generate the ML models.
Note that the original dataset contains images with a pixel size of 28 × 28. How-
ever, alike Baluta et al. [BSS+19], we scaled down the images into 10 × 10 pixel
sizes. Furthermore, since we aimed to find out whether the trojan attacks have al-
ready been performed on a given ML model, we included poisoned data instances
to the original dataset and generated ML models which are trained on such a ma-
nipulated dataset. These poisoned instances essentially contain a specific trigger
(specific values pertaining to some specific features) and the corresponding target
prediction. Figure 7.1 shows the images containing four triggers that we have
considered in our evaluation. The trigger features in this case are two pixels, set
to some randomly chosen colors as shown in the image.
For each of these triggers, we considered the target class labels as 4 and 5. We
wanted the model learned on the poisoned dataset to predict, for instance, 4,
whenever the trigger values were present in the corresponding pixels. The idea is

9https://archive.ics.uci.edu/ml
10https://www.openml.org
11http://yann.lecun.com/exdb/mnist/
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Table 7.4: Concept relationship datasets and their characteristics
Name #Features #Instances #NoClasses

CR1 50 450 3
CR2 50 450 3
CR3 50 450 3
CR4 50 450 3
CR5 50 450 3
CR6 50 450 3

if we add a number of such poisoned instances to the training set, the likelihood
of successfully attacking the model (i.e., getting the desired prediction by giving
an instance containing the trigger values) gets higher and it becomes difficult to
generate test cases that violate the attack property (i.e., even though the trigger
values are present in the instance the desired label is not predicted by the model).
Note that, the trojaned model can also be obtained by using specific trojaning
algorithms as given by Liu et al. [LMA+18], however, requires manipulating the
model, thereby a white-box access to the model itself. Since we consider the
MUT to be black-box, we generate the trojaned model by using the training
techniques used by Baluta et al [BSS+19].

Concept relationship. To generate the six datasets we considered for generating ML
models to check concept relationship, we have employed PYKE embedding ap-
proach [DN19]. This approach works by first mapping the entities from the
DBpedia knowledge graph (version 3.6) 12 to real vectors of size 50. The PYKE
approach is used in this case since it has been observed this approach achieves the
best results in generating data instances suited for classification tasks. Thus, we
used this approach to generate 6 datasets from the DBpedia graph, containing
embeddings of 3 classes. Table 7.4 gives the datasets and their characteristics.
Since the datasets contain three class labels associated with each data instance,
we train multi-label classification algorithms on them. The experimental results
in [DN19] suggest that finding counter-examples–violating the concept relation-
ship in this context–in classifiers trained on these embeddings is essentially a
difficult task and thus, these classifiers provide us with a good set of MUTs for
evaluating our tool.

Properties of regression models. In our work, we considered some specific type of
regression models which are learned to approximate some specific aggregation
functions. To learn such regression models we take a dataset from the existing
work [MH19]. Note that this dataset was originally taken from the OpenML
data repository 13 and later modified in the context of aggregation learning. We
train four regression algorithms on this dataset to generate four models.

7.2.3 Models Under Test
Since our approach is independent of the type of model under test (MUT), we can
basically apply MLcheck on any type of model. To this end, we categorize our MUTs
12http://dbpedia.org
13https://www.openml.org
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in two categories, (a) ML models, and (b) aggregation functions. Note that the latter
MUT is not a learned model, however a programmed function which is programmed
by a programmer to perform a specific task.

The ML models we considered can be further categorized into two types: clas-
sification and regression models. The classification models (or classifiers) can fur-
ther be divided into single and multi-label models. In case of single-label model,
depending on the properties to validate, we considered naive Bayes, logistic regres-
sion, support vector machine (SVM), random forest, gradient boosting, and neural
network models. We chose these for the evaluations because of their frequent usage by
the practitioners in the corresponding application domains. Moreover, in the related
works [Agg18, UAC18, BSS+19, GBM17] these models are used for experimental eval-
uations. Thus, we also used them to evaluate our tool. For multi-label classification
models, we considered random forest and neural network models.

Apart from these classifiers, we have also considered some specific learning algo-
rithms to generate property-specific ML models. To this end, we could acquire clas-
sification algorithms for two specific properties: fairness and monotonicity. For fair-
ness, we considered the classification algorithms proposed by Zafar et al. [ZVGG17]
and Calders et al. [CKP09]. Let us refer the first algorithm as Fair-Aware1 and the
second one as Fair-Aware2. For Fair-Aware1, we took an implementation from the
github 14. For Fair-Aware2, since there was no implementation publicly available, we
implemented the corresponding approach from scratch based on the steps provided
in the corresponding publication [CKP09]. These two algorithms are called fairness-
aware algorithms and are designed to be guaranteed to generate fair models with
respect to a given protected feature (for example, gender or race) adhering to a spe-
cific fairness definition. Similarly, for the monotonicity property of the classifiers, we
considered monotonicity-aware learning algorithms taken from the XGBoost [Che19]
and LightGBM [lig19] libraries. Using these classification algorithms, monotonicity
can be enforced with respect to a set of features during the training process, thereby
generating monotone models.

We believe such kind of property-specific algorithms to generate property-specific
models to be excellent cases for our evaluations, because they should minimize the
number of violations for the corresponding property or completely eliminate them dur-
ing the process of generating the models. Thus, finding a violation on these generated
models would be a hard task for any testing approach.

Apart from classifiers, we also evaluated our approach on four regression models and
10 aggregation functions. Note that for uniformity we also call such an aggregation
function as an MUT. The regression models we considered are learned to approximate
some of these aggregation functions. Table 7.5 shows the list of programmed aggrega-
tion functions that we have considered for the evaluations. There are three columns in
this table, the first one gives the name of each of the aggregation functions, the second
column gives their formal definitions and the last column gives the Lipschitz constant
(L. const.) for each of the aggregation functions, as well as the experimental Lipschitz
constant (exp. L. const.) which is used while testing the Lipschitz property of each of
the functions (see in Section 7.2.1 for more information about the Lipshcitz property).

The first aggregation function arithmetic mean (AM) simply gives the mean of n
elements for a given input x⃗, whereas the weighted arithmetic mean (WAM) gives the
weighted mean of n elements based on a weight vector defining the weights for each
14https://github.com/mbilalzafar/fair-classification
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Aggregation function Definition L. const./exp. L. const.

Arithmetic Mean (AM) 1
n

∑n
i=1 xi 1/n/(1/n− 0.001)

Weighted Arithmetic Mean (WAM)
∑n

i=1 wixi 1/0.99
Ordered Weighted Arithmetic Mean (OWA)

∑n
i=1 wix(i) 1/0.99

Geometric Mean (GM) (
∏n

i=1 xi)1/n -/0.99
k−order statistic (OSk) x(k) 1/0.99
Minimum (Min) x⃗(1) 1/0.99
Maximum (Max) x⃗(n) 1/0.99
Median with 2k elements (Med) x(k)+x(k+1)

2 1/0.99
Probabilistic Sum (Sp) 1 −

∏n
i=1(1 − xi) 1/0.99

Uninorm (3Π)
∏n

i=1
xi∏n

i=1
xi+

∏n

i=1
(1−xi)

-/0.99

Table 7.5: Aggregation function definition (n = number of arguments to function)

of the input elements. For such, we require a weight vector w⃗ = {w1, . . . , wn}, the
elements of this should be summing up to 1, i.e., ∑n

i=1wi = 1. The ordered weighted
arithmetic mean (OWA), along with the weight vector, also requires a specific order
on the elements of the input x⃗. For an input vector x⃗ = {x1, . . . , xn} we define x(k)
as the k-th element of the sorted vector x⃗. In other words, we use (.) to denote the
permutation sorting of the elements of the input vector from smallest to largest, and
thus, x(1) ≤, . . . ,≤ x(k), . . . ,≤ x(n), where x(k) denotes the k-th largest element. Note
that, the function k-order statistic (OSk) in Table 7.5 returns such an order given an
input x⃗. Then the minimum (Min) and maximum (Max) function returns the first
and the last elements of this order x(1) ≤, . . . ,≤ x(k), . . . ,≤ x(n). The geometric mean
(GM), as the name suggests gives the geometric mean and the Med function returns the
median of the elements of the given input vector. The probabilistic sum function (Sp)
which is also known as t-conorms is used to represent logical disjunction in fuzzy logic
and set union in fuzzy set theory [KM05]. The uninorm (3Π) function similar to the
previous function is also used in fuzzy logic, where the function acts as a conjunction
when receiving low inputs and works as a disjunction when receiving high ones.

These functions are important in the machine learning community [MH19, PTF+21]
and there is a growing interest in the community to have these functions satisfying
specific properties. Thus, it gives us the possibility to evaluate our tool in testing
several types of non-trivial properties as well as different types of MUTs. Currently,
instead of using such programmed aggregation functions, researchers are aiming at
using regression models to learn these functions [MH19, PTF+21, MH16]. Along with
the programmed aggregation functions we also aimed at validating the ML models
learned to approximate some of these aggregation functions.

With respect to the learned aggregation functions which are basically regression
models approximating a specific function, we have considered a number of learning
algorithms from the literature of existing works to generate such models. To this end,
we considered two types of models: (a) models only learning the parameters of the
aggregation functions, (b) models learned to completely approximate the aggregation
functions.

For (a), we have considered two algorithms from the related works. First, we consid-
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ered the OWA algorithm from the works of Melnikov et al. [MH19] which is the OWA
function where the parameters (i.e., the weight vector) are learned from the train-
ing data, and we call the learned model L-OWA. We have also considered a specific
type of learning algorithm to learn uninorm function from [MH16], and we denote the
learned model as L-Uni. Note that in case of L-OWA and L-Uni, the internals of the
models are the corresponding aggregation functions and only some specific parameters
are learned. In consequence, the corresponding properties for the OWA and Uninorm
must be satisfied by these two models.

For (b), we also took two models from the related works. To this end, we considered
DeepSet [ZKR+17] which is a neural network algorithm designed to learn a model ap-
proximating only symmetric aggregation function. DeepSet is not based on an internal
aggregation function (unlike L-OWA and L-Uni) and thus, the algorithm can learn to
completely approximate an aggregation function. In consequence, the specific proper-
ties which are guaranteed for the programmed aggregation functions 15, might not be
present in this model. We also considered a similar type of learning algorithm called
LAF [PTF+21]. LAF is said to be outperforming DeepSet in terms of effectiveness.
The idea behind the usage of these two types of models is to determine whether or
to which extent these two models can approximate an aggregation function. Thus,
by considering these two types of models, we basically aimed to check the so-called
goodness of approximation, which is considered to be an important criterion for these
types of models.

In summary, for the evaluation of MLcheck we considered 202 learned models
including 10 aggregation functions.

7.2.4 Baseline Tools

We compared MLcheck to different baseline tools, described in more detail in the
following, depending on the property to be validated. In general, we always aimed
to compare our approach to the state-of-the-art approaches for testing the respective
properties if publicly available. Note that, we did not compare our approach against
the testing techniques designed for a specific machine learning model, for instance,
deep neural networks [ZWS+20], because white-box testing techniques use knowledge
that is unavailable to black-box approaches which would hinder comparability. For the
same reason we do not compare our approach to e.g., verification techniques.

Furthermore, 15 properties we have considered in this thesis have never been vali-
dated before, and hence, there are no testing tools in case of those properties. We con-
sider adaptive random testing (adapted to test the individual properties) and property-
based testing tool Hypothesis [hyp23] as our baseline tools in these cases. Next, we
start with the description of the baseline tools for fairness testing.

While evaluating our tool on the individual discrimination property (see Defini-
tion 7.1), we used SG and AEQUITAS approaches as the baseline tools. We have
not considered the testing tool THEMIS from the works of Galhotra et al. [GBM17]
since it has already been shown to be ineffective compared to the aforementioned two
approaches [Agg18].

SG. The symbolic generation algorithm as proposed by Aggarwal et al. [Agg18] works
by adapting the dynamic symbolic generation technique [SMA05]. Note that,

15Assuming the programmed aggregation functions are error free.
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the implementation of SG was not open source, but we could obtain it from the
works of Zhang et al. [ZWG+21].

AEQUITAS. We have taken the implementation of AEQUITAS from the Github
repository 16 as given by Udeshi et al. in their work [UAC18]. Note that, this
approach was hard-coded only for the Adult dataset and thus, we had to adapt
the approach to work for arbitrary datasets. The developers of AEQUITAS pro-
vided three different modes: random, semi-directed, and fully-directed. Based
on their evaluations, the fully-directed mode outperforms the others and thus in
our experiments we only consider this mode.

Adaptive random testing. SG and AEQUITAS approaches can only be used to test
individual discrimination property, and hence, we cannot use them to check
any other fairness properties. We thus use adaptive random testing (ART) as
the baseline approach for fairness through awareness property. The detail of
this approach is described in Chapter 2 by using Algorithm 1. We needed to
adapt this algorithm to be used for generating test cases for fairness through
awareness. For this, first, we adapted the test case generation mechanism since
the original algorithm is not designed for hyper-properties like fairness which
requires two instances x⃗1 and x⃗2 to check the property. Based on the idea of
ART, the generation of different test instances should be some distance apart
to cover the input space as much as possible and this is generally defined by
using the Euclidean distance metric. However, since we use ART for generating
not a single, but a pair of instances, we needed a specific distance measure to
compute the distance between two pairs of instances. We describe below about
this distance measure.

Distance metric. To define the distance metric, let us assume we are given two
pairs of instances, (x⃗1, x⃗2) and (z⃗1, z⃗2), and we want to compute how far away they
are from each other. Each of these instances is considered to be points in the n-
dimensional space and we assume each element of these instances is numerical. We
define Euc(x⃗1, x⃗2) be the Euclidean distance between two instances x⃗1 and x⃗2. We
denote mx⃗1,x⃗2 to be the middle point lying between x⃗1 and x⃗2. Herein we consider
the distance between two pairs of instances by considering two aspects: 1) we consider
(x⃗1, x⃗2) and (z⃗1, z⃗2) to be distant if the Euclidean distance between the corresponding
instances is large. For instance, Euc(x⃗1, x⃗2) might be large, although Euc(z⃗1, z⃗2) might
be small, or vice-versa, or if both are large. 2) Two pairs of instances are said to be
distant if the Euclidean distance between the middle points Euc(mx⃗1,x⃗2 ,mz⃗1,z⃗2) is large.
By combining these two aspects, we can define the distance metric as follows:

dist
(
(x⃗1, x⃗2), (z⃗1, z⃗2)

)
= |Euc(x⃗1, x⃗2) − Euc(z⃗1, z⃗2)|

2 + Euc(mx⃗1,x⃗2 ,mz⃗1,z⃗2)
2

Since fairness is a hyper-property we need this distance metric that indulges to this kind
of property. None of the existing publications on ART proposed a distance metric
tailored to hyper-properties. Thus, to solve this, we proposed this novel distance
metric to compute the distance between pairs of instances, specifically designed for
hyper-properties.
16https://github.com/sakshiudeshi/Aequitas
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Table 7.6: Baseline tools used for different properties
Properties Baseline tools

Fairness SG, AEQUITAS, ART
Monotonicity ART, Hypothesis
Security ART, Hypothesis
Concept ART, Hypothesis
Properties of aggregation functions Hypothesis

Apart from using ART for fairness testing, we also use this as a baseline tool for some
other properties. More specifically, We employ ART as a baseline tool while testing
monotonicity for classification models, concept relationships, and security properties
since no other approaches exist which test these properties.

Hypothesis. Finally, we use Hypothesis [hyp23], a property-based testing (PBT)
tool implemented in Python as a baseline tool for testing properties such as mono-
tonicity, security, concept relationship, and furthermore all the properties we check for
aggregation functions and regression models. There are two reasons for choosing Hy-
pothesis as a baseline tool for testing these properties. First, there does not exist any
other testing tool for testing these properties. Second, the idea of our property-driven
testing tool MLcheck of specifying a property and testing a given model based on the
specification is similar to the idea of PBT. For instance, in both cases, the property
is specified in pre-, post-condition format and the function or the model under test
is considered to be a black-box. However, the main difference between our technique
and the PBT lies in the test data generation process. Our approach uses the property
to generate the test cases in a targeted manner whereas the PBT randomly generates
test cases in order to find a violation of the property. Thus, using the PBT tool as a
baseline approach gives us the opportunity to perform a fair comparison to an existing
state-of-the-art tool that works analogously to ours.

Table 7.6 summarizes different properties and the corresponding baseline tools we
used to compare our approach.

7.3 External Evaluation
In this section, we describe the results of our experimental evaluations. More specif-
ically, here we give the results of MLcheck in performing the external evaluations.
In doing so we compared the effectiveness and efficiency of MLcheck to the baseline
tools. To this end, we considered 21 different properties (see Section 7.2.1) and tested
them by using MLcheck and the baseline tools. Below we give the results of our
external evaluations in testing those properties.

7.3.1 Fairness
For evaluating the fairness property, we have taken six classification algorithms from
the scikit-learn library [PVG+11] (non fairness-aware) and two fairness-aware al-
gorithms to generate the models to be evaluated. The algorithms that we have taken
from scikit-learn library are logistic regression, decision tree, naive Bayes, ran-
dom forest, gradient boosting, and neural networks. These algorithms are consid-
ered frequently in the related works to generate models to perform fairness valida-
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tions [GBM17, UAC18, Agg18]. As mentioned beforehand, the fairness-aware algo-
rithms Fair-Aware1 [ZVGG17] and Fair-Aware2 [CKP09] are specifically designed to
generate fair models with respect to a specific feature and a fairness definition. Thus,
technically any testing approaches should not be able to find unfair test cases cor-
responding to that fairness property. Hence, taking such models to perform fairness
testing would definitely pose challenges to our evaluations. In summary, we considered
30 models for individual discrimination and 24 models for fairness through awareness
properties.

We have evaluated our tool MLcheck considering both of the white-box models,
decision tree (MLC_DT), and neural networks (MLC_NN) in testing the fairness
properties. As baseline tools SG and AEQUITAS are used in the context of individual
discrimination, and adaptive random testing (ART) tool in the context of fairness
through awareness (see Section 7.2.4 above for more details). Furthermore, note that,
in fairness testing, the effectiveness of a testing approach is measured by how many
unfair test cases are found. Since the Hypothesis cannot be configured to generate
multiple violating test cases we only could use ART as the baseline approach.

To generate test cases for fairness through awareness property using ART, we need to
solve an inequality. As mentioned beforehand, in case of the fairness through awareness
property, we require: if the feature values (apart from the binary ones) of two instances
have a certain distance to each other, then the output prediction of these two instances
must not change. In this case we have an inequality of the form d(x⃗1, x⃗2) ≤ ε. Thus,
after generating x⃗1, we generate the other instance x⃗2 by solving the inequality along
with the fixed distance measure d with a constant value of ε. For solving the inequality,
we use the symbolic mathematical Python library SymPy 17.

Finally, for the evaluation of the approaches we have set 1,000 test cases as the
stopping criteria, meaning that any approach would execute until this specific number
of test cases is explored.

Results

Effectiveness. Tables 7.7 and 7.8 show the results of testing individual discrimination
and fairness through awareness properties comparing the results of MLcheck with
the baseline tools. The experimental results shown give the average number of unfair
cases generated (computed over 10 runs) for each of the approaches along with their
standard error of the mean (SEM) values. The SEM is computed by first computing
the standard deviation and then dividing that value by the number of samples, which
in our case is the number of times we have performed the experiments (10). This value
gives an idea of how much the unfair counts vary across different runs. For the three
datatsets adult, credit, and titanic we validated fairness with respect to the feature
gender and for the bank dataset with respect to age. Since the two fairness-aware
algorithms could only work with binary features, we could not use them to train on
the bank dataset.

As results reveal, in case of both properties, MLcheck (either with a decision tree
or neural network) performs better than the baseline tools for most of the models.
For instance, in testing individual discrimination property (reported in Table. 7.7) on
the classification models trained on the adult dataset, in six out of eight cases our
approach performs better than SG and AEQUITAS. We also see similar trends on the
17https://www.sympy.org/en/index.html
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Table 7.7: Mean (± SEM) number of unfair cases for individual discrimination
Datasets Classifiers MLC_DT MLC_NN SG AEQUITAS
Adult Logistic Regress. 102.30 (±16.36) 65.21 (±7.78) 30.20 (±3.27) 90.80 (±31.46)

Decision Tree 214.00 (±20.16) 64.30 (±1.36) 225.48 (±4.23) 112.00 (±25.14)
Naive Bayes 38.40 (±5.53) 69.6 (±3.93) 23.83 (±1.68) 0.00 (±0.00)
Random Forest 166.14 (±22.12) 50.60 (±2.47) 19.82 (±5.59) 158.00 (±4.35)
Gradient Boosting 86.14 (±2.12) 35.60 (±2.47) 92.82 (±5.59) 21.00 (±4.35)
Neural Network 121.14 (±12.12) 150.60 (±2.97) 19.82 (±1.19) 128.00 (±4.35)
Fair-Aware1 0.00 5.70 (±1.38) 0.00 0.00
Fair-Aware2 80.91 (±2.67) 1.25 (±0.76) 3.87 (±0.56) 0.89 (±0.50)

Credit Logistic Regress. 144.71 (±13.62) 78.60 (±7.97) 63.43 (±2.27) 63.00 (±18.65)
Decision Tree 396.17 (±28.16) 17.75 (±1.36) 239.25 (±4.71) 18.72 (±8.98)
Naive Bayes 3.00 (±1.03) 39.40 (±8.76) 3.00 (±0.00) 0.00
Random Forest 154.57 (±22.12) 69.43 (±5.91) 251.42 (±9.74) 10.20 (±9.12)
Gradient Boosting 123.14 (±12.12) 85.60 (±22.47) 102.82 (±8.52) 100.02 (±3.98)
Neural Network 51.14 (±4.81) 83.60 (±8.97) 80.73 (±8.19) 0.00 (±0.00)
Fair-Aware1 0.00 19.89 (±1.38) 0.00 0.00
Fair-Aware2 120.87 (±7.98) 0.00 2.54 (±0.56) 1.78 (±0.50)

Titanic Logistic Regress. 746.56 (±13.16) 488.53 (±8.96) 411.13 (±2.16) 378.64 (±18.16)
Decision Tree 682.52 (±11.23) 328.55 (±3.16) 273.10 (±3.25) 626.37 (±23.85)
Naive Bayes 10.75 (±1.23) 64.28 (±4.60) 0.00 (±0.00) 0.00 (±0.00)
Random Forest 730.52 (±15.73) 380.53 (±5.69) 682.28 (±6.68) 701.54 (±13.16)
Gradient Boosting 551.29 (±14.98) 423.77 (±5.85) 458.93 (±2.40) 623.71 (±12.76)
Neural Network 679.83 (±16.86) 613.54 (±21.69) 601.82 (±16.32) 621.11 (±22.16)
Fair-Aware1 0.00 (±0.00) 0.00 (±0.00) 0.00 (±0.00) 0.00 (±0.00)
Fair-Aware2 7.87 (±2.00) 0.00 (±0.00) 0.00 (±0.00) 0.00 (±0.00)

Bank Logistic Regress. 132.41 (±22.12) 58.73 (±24.12) 23.00 (±5.06) 12.21 (±1.02)
Decision Tree 239.26 (±18.44) 209.81 (±14.14) 200.42 (±5.29) 17.00 (±1.11)
Naive Bayes 61.64 (±7.34) 174.41 (±8.33) 85.63 (±2.18) 43.12 (±8.78)
Random Forest 328.71 (±22.02) 256.00 (±8.96) 98.47 (±4.76) 30.67 (±1.71)
Gradient Boosting 254.48 (±4.54) 162.22 (±14.44) 112.27 (±5.02) 0.00 (±0.00)
Neural Network 257.20 (±21.92) 129.57 (±3.5) 122.86 (±5.28) 239.12 (±36.81)

models trained on the credit, titanic, and bank datasets, where we see 7, 7, and 8
cases our approach generates more unfair cases. Further, we can make one important
observation. We could find unfair cases in both of the two fair-aware models. In
conclusion, these two fair-aware algorithms might in some cases generate unfair models.

In evaluating fairness through awareness property, we see in all the cases our ap-
proach outperforms ART in terms of finding unfair cases. Since there are no other
approaches available for testing this fairness property, we could only compare our re-
sults with ART. Compared to MLcheck, we have given a larger timeout for ART,
however, even with that, ART could not find more unfair cases. We can conclude
that our approach, with respect to our experimental setup, is the best to validate the
fairness-through awareness property.

Finally, we also see that in some cases our approach with the neural network performs
better than with a decision tree. For instance, in case of the model generated using
the Fair-Aware1 algorithm, MLcheck with decision tree could not find unfair cases,
whereas with the neural network it could find in average 5.70 and 19.89 number of
unfair cases for adult and credit datasets respectively. We could also see for most
of the datasets trained on the naive Bayes model, MLcheck with neural network
generates more unfair cases than the others. This shows that the use of a neural
network as the white-box model in our approach in fact pays off.

Efficiency. Figures. 7.2 and 7.3 show the runtime comparisons while checking
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Table 7.8: Mean (± SEM) number of unfair cases for fairness through awareness
Datasets Classifiers MLC_DT MLC_NN ART
Adult Logistic Regress. 155.63 (±14.03) 65.21 (±11.74) 30.20 (±1.21)

Decision Tree 146.00 (±8.28) 42.80 (±4.87) 37.99 (±1.31)
Naive Bayes 105.40 (±8.93) 67.4 (±3.93) 55.83 (±2.19)
Random Forest 96.41 (±12.83) 60.00 (±5.88) 20.73 (±2.94)
Gradient Boosting 113.23 (±7.24) 88.25 (±7.88) 39.19 (±2.01)
Neural Network 352.8 (±17.75) 167.40 (±11.27) 23.5 (±1.2)

Credit Logistic Regress. 124.23 (±27.93) 218.95 (±23.25) 56.10 (±10.11)
Decision Tree 655.47 (±24.66) 571.72 (±21.85) 79.98 (±18.23)
Naive Bayes 51.23 (±8.11) 234.50 (±27.77) 20.87 (±3.33)
Random Forest 224.97 (±12.31) 400.00 (±15.12) 55.78 (±6.76)
Gradient Boosting 307.87 (±21.00) 287.99 (±18.83) 78.62 (±9.19)
Neural Network 410.91 (±22.54) 441.52 (±17.73) 88.89 (±16.61)

Bank Logistic Regress. 461.26 (±13.20) 221.62 (±11.48) 51.87 (±4.76)
Decision Tree 243.62 (±11.54) 129.75 (±14.84) 89.27 (±4.18)
Naive Bayes 313.76 (±16.83) 203.39 (±17.54) 28.95 (±7.37)
Random Forest 301.48 (±5.55) 146.55 (±12.97) 40.72 (±3.83)
Gradient Boosting 162.49 (±7.88) 141.28 (±11.37) 38.88 (±6.40)
Neural Network 203.45 (±19.45) 141.87 (±16.87) 44.12 (±3.98)

Titanic Logistic Regress. 364.66 (±4.87) 117.52 (±5.63) 88.81 (±3.45)
Decision Tree 550.63 (±8.53) 481.93 (±9.12) 87.36 (±3.64)
Naive Bayes 309.73 (±13.84) 228.65 (±11.72) 40.42 (±8.88)
Random Forest 380.77 (±3.83) 127.54 (±11.95) 82.91 (±2.22)
Gradient Boosting 322.65 (±12.73) 100.85 (±14.86) 74.87 (±9.53)
Neural Network 213.85 (±12.56) 131.53 (±13.88) 77.20 (±5.76)

individual discrimination and fairness through awareness properties respectively. The
x-axis here gives the number of solved tasks, ordered by the runtime for each tool from
the fastest to slowest. Thus, we only considered the models on which the corresponding
testing tool found a violation. Since SG and AEQUITAS could not be configured to
apply on one of the fair-aware models (Fair-Aware1), their curves end at 26 tasks.

We can see in evaluating individual discrimination property, for a number of tasks,
our approach has higher runtimes compared to SG and AEQUITAS. However, the
differences are not significantly large and we have already seen that we could generate
more unfair cases at the cost of a slightly higher runtime. Moreover, AEQUITAS al-
though initially for some test cases shows lower runtimes, for the rest, has the highest
runtimes compared to all other approaches. This contributes to the usage of initial
random search for finding unfair test cases by AEQUITAS. SG on the other hand,
learns a decision tree path (but not an entire decision tree), and thus shows a bit lower
runtime than our approach. On the other hand, in evaluating fairness-through aware-
ness property, we see the runtimes of ART are much higher compared to our approach.
This is again due to the random generation of test cases by solving inequalities.
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Figure 7.3: Runtime for checking fairness
(Def. 7.2)

7.3.2 Monotonicity

For testing the monotonicity property (Definition 7.6) on the classification models, we
took 8 algorithms from the scikit-learn library and 2 monotonicity-aware algorithms
from LightGBM[lig19] and XGBoost[CG16] libraries. The algorithms we have taken
from scikit-learn are k-NN, logistic regression (Log), naive Bayes (NB), support
vector machine (SVM), neural network (NN), random forest (RF), Ada boost (AB),
and gradient boosting (GB). These algorithms belong to the most basic family of clas-
sification algorithms and the others are derived from these. The monotonicity-aware
algorithms taken from LightGBM and XGBoost libraries are specifically designed to
learn monotone models with respect to a given set of features from the training dataset.
Thus, they are excellent benchmarks for evaluating any monotonicity testing approach.
This is due to the fact that, if such a classifier performs as intended there would be no
non-monotonicity cases and, even if there are such cases, the number of them would be
very few and thus, poses a challenge for the testing approach to detect such cases. In
summary, we considered 100 classification models to test the monotonicity property.

As the baseline tools for testing this property, we considered the adaptive random
testing (ART) approach and the property-based testing (PBT) tool Hypothesis. Since
there are no testing approaches available for testing the monotonicity property of the
black-box machine learning models, we used these two as the baseline tools. Moreover,
since monotonicity is a hyper-property, as part of ART we implemented the distance
metric we proposed in Section 7.2.4.

Results

Effectiveness. Table A.4 shows the results of the monotonicity violations over 10 clas-
sification models, for 10 datasets, comparing the three testing tools, MLcheck with
decision tree (MLC_DT) and neural network (MLC_NN), adaptive random testing
(ART) [CLM04], and the property-based testing (PBT) tool Hypothesis [hyp23]. In
this table, the ✓ indicates that a non-monotonicity case is found for that corresponding
dataset and the classifier, and ✗ indicates that such a case is not found. For instance,
in the first row of Table A.4 the ✓ corresponding to the classifier k-NN and the adult
dataset represents that a non-monotonicity case has been found by MLcheck (MLC)
on the k-NN model trained on the adult dataset. We further summarize the overall
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Table 7.9: Overall non-monotonicity detection
Classifiers MLC ART PBT

k-NN 9 9 7
Logistic Regression 8 8 6
Naive Bayes 7 4 5
SVM 9 8 5
Neural Network 8 6 4
Random Forest 9 9 5
AdaBoost 8 7 5
GradientBoost 8 7 5
LightGbm 2 0 0
XGBoost 0 0 0
Overall 68 58 42

number of non-monotonicity detections in Table 7.9. Note that the ground truth defin-
ing which models are non-monotone is unknown. However, the results reported here
with the non-monotonicity cases found in all the models are all true positives.

The results in Table 7.9 show that MLcheck could find violations in overall 68
cases, whereas baseline tools ART and PBT could find 58 and 42 such cases. Thus, we
see that ART with our proposed distance metric achieves better results than the PBT
tool Hypothesis. One interesting observation we have from Table A.4 is that there
are some cases where monotonicity violations are not detected by MLcheck (neither
with decision tree nor with neural network), however, are detected by ART and PBT.
To take a closer look at these cases and to find out how many of such cases are there,
we plot a Venn diagram in Figure 7.4 to show the distribution of all the violated cases
found by all three tools.

In this figure, we see that there are 26 models for which monotonicity violations
are detected by all three tools. Then there are 24 models for which non-monotonicity
cases are detected by both MLC and ART and for 8 models MLC and PBT both
could find out non-monotonicity. More importantly, the diagram further shows that
there are 9 models for which the monotonicity violations cannot be detected by our
approach MLC, and can only be detected by either ART or PBT or, both. These are
the models trained on ERA (6 models) and ESL datasets. The models generated on
these two datasets have extremely low accuracy rates. For instance, the models trained
on the ERA dataset have accuracy rates of around 0.5 and for the ESL dataset, the
models have accuracies around 0.6. Thus, learning from these two datasets, in general,
are difficult, and when our white-box model (either decision tree or neural network)
approximates a model generated on either of these two datasets, the learned model
barely approximates the MUT and thus we get poor performance.

Finally, the models generated by the monotonicity-aware algorithm LightGBM were
found to be violating the property for two models. This was only found by MLcheck
which none of the other tools could find. This furthermore shows the effectiveness of
our tool.

Efficiency. We compare the efficiency of our approach with ART and PBT tools
by comparing the runtimes in Figure 7.5. Here, the x-axis enumerates the solved tasks
which in this case are 100 MUTs that we considered for checking monotonicity and
these are sorted in ascending order of their runtimes. The y-axis gives the runtimes for
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testing the corresponding task. The figure shows that for most of the tasks the PBT
tool Hypothesis has the lowest runtime, followed by MLC_DT, MLC_NN, and ART.
However, for some MUTs, PBT shows a high runtime and thus, we see a sudden rise
of the curve. These are the cases for which the monotonicity violation is not found
by the tool even after executing for a long time. In case of ART, it requires the most
amount of time in finding non-monotonicity cases because of the cost of generating
test inputs which are the furthest away from each other. With respect to MLcheck,
we get a lower runtime with the decision tree compared to the neural network model.

7.3.3 Security

For testing the security property trojan attacks, we generated models on the poi-
soned dataset which is generated by adding the poisoned data instances to the original
MNIST hand-written recognition image data. To this end, we considered two neural
network models considering two different architectures, NN1 and NN2. The NN1 neu-
ral network contains 3 layers with each layer containing 50 neurons and thus having
50×50×50 neurons. The NN2 network contains 4 layers with each layer containing 50
neurons and thus having 50×50×50×50 neurons in total. Both of these networks were
then trained on two MNIST datasets elevated by 1,000 and 10,000 poisoned training
instances containing specific triggers with the corresponding target labels.

For instance, first, we added 1,000 poisoned instances to the original dataset con-
sidering a specific trigger T1 and its corresponding target label as 4. We then trained
two different neural network algorithms to generate two models NN1 and NN2 on this
poisoned training dataset. Then we added 1,000 instances to the original datasets
with the trigger T1, however, this time with the target label as 5. We then similarly
generated two models NN1 and NN2 on this dataset. This process is then repeated
for all the other triggers T2, T3, and T4 (as shown in Figure. 7.1 on page 113) con-
sidering the target predictions for each of the triggers as 4 and 5. Thus, in total, in
case of 1,000 poisoned instances, we got 16 different poisoned models. We furthermore
repeated this entire process by considering 10,000 poisoned instances to be added to
the original dataset. Thus, in total, we test the trojan attack property on 32 different
poisoned models.
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Table 7.10: Detected violations of trojan attacks (✓ = violation, ✗ = no violation)
(data set with 1,000 poisoned instances)

Trigger Classifiers MLC_DT MLC_NN PBT ART
T1-4 NN1 ✗ ✓ err ✓

NN2 ✗ ✗ err ✓
T1-5 NN1 ✓ ✓ err ✓

NN2 ✗ ✗ err ✓
T2-4 NN1 ✓ ✓ err ✗

NN2 ✗ ✓ err ✓
T2-5 NN1 ✓ ✓ err ✗

NN2 ✗ ✓ err ✓
T3-4 NN1 ✗ ✓ err ✓

NN2 ✗ ✓ err ✓
T3-5 NN1 ✓ ✓ err ✓

NN2 ✗ ✗ err ✓
T4-4 NN1 ✗ ✓ err ✓

NN2 ✗ ✓ err ✓
T4-5 NN1 ✗ ✓ err ✓

NN2 ✗ ✓ err ✓

Overall 4 13 - 14

The idea is to find out when the trigger values are present in a given instance
whether the output given by the poisoned model corresponding to that instance is not
the desired label. In other words, we aimed to find out cases where the trojan attack
on the poisoned model failed. Furthermore, since there does not exist a testing tool for
validating this property, we use adaptive random testing (ART) and property-based
testing tools (PBT) as our baseline tools.

Results

Effectiveness. Tables 7.10 and 7.11 show the results of our experiments for trojan
attacks with 1,000 and 10,000 poisoned instances respectively. We considered four
triggers T1, T2, T3, and T4, and for each of them, we considered the target labels
as 4 and 5. For example, trigger 1 with target labels 4 and 5 are denoted as T1-
4 and T1-5 respectively. The PBT tool Hypothesis was not able to generate any
test cases, and after running for a long time, it ended up with the error message
“hypothesis.errors.Unsatisfiable: Unable to satisfy assumptions of hypothesis”. We
suspect, since we have 100 features as inputs and thereby 100 pre-conditions on the
feature values, this caused the tool to crash. The developer of the PBT tool possibly
could not envisage the use of 100 inputs for a MUT.

Our baseline approach ART turned out to be performing quite well in comparison
to our approach MLC_DT and MLC_NN. We see that ART performs better than
MLC_DT, however, shows comparable performance to MLC_NN on the models gen-
erated on the training dataset containing 1,000 poisoned instances. In case of models
generated on 10,000 poisoned data instances (where finding the violations to the Tro-
jan attack property is difficult), our approach with the neural network model could
find out overall 6 violations whereas ART could find 5.

Efficiency. Figure 7.6 shows the runtimes comparing MLcheck with decision tree
and neural network to ART approaches in finding out a single violation of the trojan
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Table 7.11: Detected violations of trojan attacks (✓ = violation, ✗ = no violation)
(data set with 10,000 poisoned instances)

Trigger Classifiers MLC_DT MLC_NN PBT ART
T1-4 NN1 ✗ ✓ err ✓

NN2 ✗ ✓ err ✓
T1-5 NN1 ✗ ✓ err ✓

NN2 ✗ ✗ err ✗
T2-4 NN1 ✗ ✓ err ✓

NN2 ✗ ✗ err ✗
T2-5 NN1 ✗ ✗ err ✓

NN2 ✗ ✗ err ✗
T3-4 NN1 ✗ ✗ err ✗

NN2 ✗ ✓ err ✗
T3-5 NN1 ✗ ✗ err ✗

NN2 ✗ ✗ err ✗
T4-4 NN1 ✗ ✗ err ✗

NN2 ✗ ✓ err ✗
T4-5 NN1 ✗ ✗ err ✗

NN2 ✗ ✗ err ✗

Overall 0 6 - 5

attack. X-axis shows the number of models tested for violation (i.e., solved tasks)
in ascending order of the runtimes needed to test the corresponding task. Y-axis
gives the corresponding runtimes. In this case, we show the runtimes considering the
1,000 poisoned instances (based on the results from Table 7.10). It shows that the
performance of ART comes with the cost of high runtimes. Furthermore, as we have
also seen previously, MLcheck with the decision tree gives lower runtimes compared to
neural network model. This is again attributed to the high runtimes in SMT solving
of the neural network. However, in this case, MLcheck with neural network gives
superior performance at the cost of a higher runtime.

7.3.4 Concept Relationship

For validating this property, we first collected 6 datasets (CR1-CR6) by using the
PYKE embedding approach [DN19] from the DBpedia knowledge graph. Then we used
these datasets to train multi-label random forest and neural network algorithms. For
random forest, we used the default hyper-parameter settings from the scikit-learn
library and for the neural network we considered the architecture containing 3 layers,
with each layer containing 50 neurons and thus in total 50×50×50 neurons. Thus, with
6 datasets and 2 multi-label classification algorithms, we generated in total 12 models.
Based on the datasets generated using the DBpedia knowledge graph, we considered
3 different concept relationships, one of which is a subsumption relationship (S1) and
the other two are disjoint relationships (D1, D2) which can be defined as:

• Every actor is a person (S1)

• A planet is not a person (D1)

• A celestial body is not a person (D2)
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Table 7.12: Detected violations of concept relationship (✓ = violation, ✗ = no viola-
tion)

Dataset Classifiers MLC_DT MLC_NN PBT
S1/D1/D2 S1/D1/D2 S1/D1/D2

CR1 Neural network ✓/✗/✓ ✓/✗/✓ ✗/✗/✗
Random forest ✗/✗/✗ ✗/✗/✗ ✗/✗/✗

CR2 Neural network ✓/✓/✓ ✓/✓/✓ ✓/✓/✓
Random forest ✗/✗/✗ ✗/✗/✗ ✗/✗/✗

CR3 Neural network ✓/✓/✓ ✓/✓/✓ ✓/✓/✓
Random forest ✗/✗/✗ ✗/✗/✗ ✗/✗/✗

CR4 Neural network ✓/✗/ ✓ ✓/✗/✓ ✗/✗/✗
Random forest ✗/✗/✗ ✗/✗/✗ ✗/✗/✗

CR5 Neural network ✓/✓/✓ ✓/✓/✓ ✓/✓/✓
Random forest ✗/✗/✗ ✗/✗/✗ ✗/✗/✗

CR6 Neural network ✓/✓/✓ ✓/✓/✓ ✓/✓/✓
Random forest ✗/✗/✗ ✗/✗/✓ ✗/✗/✗

Overall 6/4/6 6/4/7 4/4/4

In this case, the datasets (CR1-CR3) contain three classes (i.e., three concepts):
actor, planet person and the datasets (CR4-CR6) contain three classes: actor, per-
son, celestial body. Since this property is not tested before, we used the PBT tool
Hypothesis as the baseline tool for this.

Results

Effectiveness. Table 7.12 shows the results of evaluating one subsumption and two
disjoint relationship properties. For each dataset, we give the results corresponding to
the neural network and the random forest model trained on the corresponding dataset.
The results show that our approach with both neural networks and decision tree models
perform mostly the same for S1 and the D1 properties in finding out 6 and 4 violations
respectively, whereas the PBT tool could find 4 violations for S1 and 4 for D1. In
case of the D2 property, MLcheck with decision tree could find 6 violations and with
neural network 7 violations, whereas PBT tool could find 4 such cases. Furthermore,
there are no unique cases of violations found by the PBT which could not be found by
our tool.

Efficiency. Figure 7.7 shows the runtimes for testing the concept relationship. Here
on the x-axis, we have 36 tasks, which come from 2 classifiers trained on 6 datasets and
testing 3 different relationship properties and thus 2 × 6 × 3. These tasks are ordered
based on the increasing runtimes of the three tools used for testing. As can be seen,
MLcheck with decision tree requires the least amount of time in testing while PBT
and MLcheck with neural network have comparable runtimes.

7.3.5 Properties of Regression Models and Aggregation Functions

We have described the regression models and the aggregation functions in Section 7.2.3
and their properties in Section 7.2.1. To generate the regression models, we used the
ecoli dataset taken from [MH19] and trained four regression algorithms (described in
Section 7.2.3) to generate four regression models. Apart from the regression models,
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Figure 7.6: Runtime for trojan attacks
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Figure 7.7: Runtime for concept

we also evaluated MLcheck in testing 10 aggregation functions. In summary, we
tested 12 different properties on 4 regression models and 10 aggregation functions.
Note that the results reported here are obtained using MLcheck with decision tree.
Since MLcheck with neural network does not give notably different results, we omit
this case.

Results

Effectiveness. Tables A.5 (in page 153) and 7.13 show the results of our evalua-
tions in testing 12 different properties on 10 aggregation functions and four regression
models respectively. For all the aggregation functions we know the ground truth,
meaning we could say whether a property is present in the function. We indicate this
by marking a cell as blue. Thus, a blue-shaded cell indicates that the property is
present in that aggregation function and a cell without color indicates the absence of
the property. For example, the aggregation function AM satisfies the strong mono-
tonicity (str. mon.), symmetry (symm.), idempotency (idemp.), internality (intern.),
invariance (invar.) and additivity (addit.) properties and does not satisfy Lipschitz
(Lipsch.), conjunctivity (conjun.), and disjunctivity (disjun.) properties. Furthermore,
the two regression models L-OWA [MH19] and L-Uni [MH16] are designed with the
corresponding aggregation functions as their core and thus, we know the ground truth
for them also. However, we do not know the ground truth for the learned aggregation
functions LAF [PTF+21] and DeepSet [ZKR+17] models since they are purely learned
to approximate the aggregation function OWA.

The results show the effectiveness of MLcheck (MLC) compared to the PBT tool
Hypothesis for both the aggregation functions and the regression models. For the
aggregation functions, MLcheck could find a test input violating the corresponding
property in 51 cases, whereas the PBT tool could find 41 such cases. Note that, all
these violations generated by both of these approaches are true positives, i.e., in all of
these cases the property is not satisfied by the corresponding aggregation functions.
Furthermore, MLcheck could find all those cases where the property is not present
in the aggregation functions.

We report the results for the learned aggregation functions or the regression models
in Table 7.13 where MLcheck could find 32 violations and the PBT tool could find 24
such cases. As mentioned beforehand, for 2 of the regression models, LAF and DeepSet,
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Table 7.13: Detected violations for learned (aggregation) functions (✓ = violation,
✗ = no violation)

L-OWA L-Uni LAF DeepSet Total
MLC/PBT MLC/PBT MLC/PBT MLC/PBT MLC/PBT

mon. ✗/✗ ✗/✗ ✓/✓ ✓/✓ 2/2
infi. ✗/✗ ✗/✗ ✓/✓ ✓/✓ 2/2
supr. ✗/✗ ✗/✗ ✓/✓ ✓/✓ 2/2
str. mon. ✓/✓ ✓/✗ ✓/✓ ✓/✓ 4/3
Lipsch. ✓/✓ ✓/✓ ✓/✓ ✓/✗ 4/3
symm. ✗/✗ ✗/✗ ✗/✗ ✗/✗ 0/0
idemp. ✗/✗ ✓/✗ ✓/✓ ✓/✓ 3/2
conjunc. ✓/✓ ✗/✗ ✓/✓ ✓/✓ 3/3
disjunc. ✓/✓ ✓/✓ ✓/✓ ✓/✗ 4/3
intern. ✗/✗ ✓/✗ ✓/✓ ✓/✓ 3/2
invar. ✗/✗ ✓/✗ ✓/✓ ✓/✓ 3/2
addit. ✓/✓ ✗/✗ ✓/✗ ✓/✗ 3/1
total 5/5 6/2 11/10 10/7 32/24
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Figure 7.9: Comparison for each task

the ground truths are not known, and hence, we cannot say for sure whether our tool
was able to find all the cases where the property was not present. Most importantly,
as can be seen in the Table 7.13, we could find LAF and DeepSet not satisfying the
mandatory properties, i.e., monotonicity (mon.), infimum (inf.), and supremum (sup.),
required to be satisfied by any aggregation function. This gives an important result
that these two learned models cannot be considered as aggregation functions. This is
a valuable outcome and shows the applicability of MLcheck in finding out whether a
learned model can be used as an aggregation function. This information can be further
used by the ML community to better develop such models.

Efficiency. We report the efficiency of MLcheck (MLC) in comparison to PBT in
Figures 7.8 and 7.9 in finding out the violations of only the aggregation functions. We
have only considered the cases where a function does not satisfy a property. Therefore,
in x-axis we have 51 tasks in total and the curve for MLC is extended till 51 and for PBT
it ends in 41 (in Figure 7.8). This figure suggests that PBT has lower average runtimes

130



7.3 External Evaluation

for its k fastest tasks and there are 10 tasks for which PBT times out. Thus, we made
another comparison which shows the task by task comparisons between MLC and
PBT, depicted in Figure 7.9. It shows the cases with high spikes for PBT where it times
out. For the rest of the cases we see comparable runtimes between two approaches.

7.3.6 Discussions

In summary, we have applied our approach to 202 different models (including 10 ag-
gregation functions) while validating 20 different properties. We have found that in
most of those cases our approach performs better than the baseline tools we have con-
sidered in this thesis. Having said that, since our approach is generic, it might not
perform as well as a specific technique designed to test a specific type of model or a
specific property. For instance, the fairness testing tool specifically designed for deep
neural networks by Zhang et al. [ZWS+20] would definitely generate more unfair test
cases on a given deep neural network model, compared to our approach. Similarly,
the quantitative verification approach proposed to check trojan attacks on binarized
neural networks by Baluta et al. [BSS+19] would give better results in finding attack
violations than ours. However, since our aim was to build a testing tool that could be
used for testing any ML models, and for any specifiable properties, we compromise the
specialization–focusing on a specific ML model or a property–with the generalization
in our testing tool. Although despite being a generic testing framework, our tool was
able to outperform state-of-the-art fairness testing tools such as AEQUITAS and SG.
Moreover, MLcheck has been shown to be performing better than adaptive random
testing and the existing property-based testing tool Hypothesis.

Soundness. MLcheck can be considered sound since it only generates true posi-
tives, meaning that the counter-examples generated by our tool are all valid ones. More
specifically, since our approach involves learning a white-box model from the MUT and
then applying SMT solving technique to it, we first generate the counter-examples on
the learned white-box model and not on the MUT. However, the counter-examples
that are generated are then validated on the MUT, and only those which are found to
be valid with respect to the property are returned. Furthermore, using the bound_cex
parameter, we can include the range of permissible values for the input features (as
described in the XML configuration file, see Appendix A in page 149) while generating
counter-examples. This is added as constraints to the logical formula describing the
model and thus, the SMT solver generates counter-examples satisfying the constraints
defined for the range of values for individual features. For example, the value of gender
can only be 0 or 1, and just by activating bound-cex, we could add this as a constraint
to the SMT formula and include it during the process of counter-example generation.

Scalability. As mentioned beforehand, our approach involves an SMT solving ap-
proach to generate counter-examples as violations to the property on the MUT. Since
the satisfiability solving problem is considered to be NP-complete problem, our ap-
proach requires a large runtime if the input vector size is large or if the input values
consist of rational numbers. For instance, our approach can probably not be applied
to the image classifiers which take input images containing thousands of pixels. We
have seen in the experiments involving trojan attacks that even with 10 × 10 pixels as
input, our approach became quite slow (see Figure 7.6). However, we did not intend
to build MLcheck for image classifiers, for which a number of specialized tools are
available (such as [PCYJ17, TZO+20]), rather we aimed to develop a testing tool that
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could be used for testing any classifiers or regression models. As mentioned before, we
compromise specializations for generality.

7.4 Internal Evaluation
Apart from evaluating MLcheck in validating a number of properties on the MUTs,
we have also performed some internal evaluations. To this end, we give here the ex-
perimental evaluations comparing two aspects of MLcheck: (a) comparing the per-
formance of the white-box models in validating different properties on the MUTs, (b)
comparison of two pruning approaches to find out their test case generation abilities.
Below we describe them in more detail.

7.4.1 Model Comparison
Since our approach allows to use of two types of white-box models to learn from the
MUT, we are interested to find out which one performs better than the other in finding
out the violations of the properties. In our external evaluation, we have already shown
this comparison between decision trees and neural network models. We now discuss
these results here by taking another look at those tables and figures.

In case of fairness properties where we intend to find out a number of unfair cases,
the decision tree performs better than the neural network (NN) in most of the cases.
For instance, MLcheck with decision tree was able to find out the most number of
unfair instances in 38 MUTs whereas, MLcheck with NN was able to find out the
most unfair instances for 11 MUTs, as can be seen in Tables 7.7 and 7.8 for two
fairness properties. The difference in these numbers is due to the fact that the SMT
solving of the neural network model requires a larger runtime compared to decision
tree model which is attributed to the large number of arithmetic operations required
in NN to generate the output prediction for a given input. Moreover, these operations
involve floating point numbers. Thus, a combination of both of these two slows down
MLcheck while using neural networks. We can also see this when we compare the
runtimes in finding violations for monotonicity in Figure 7.5, concept relationship in
Figure 7.7, and trojan attack in Figure 7.6.

After seeing these high runtimes in comparison to the decision tree, one might ask
whether it is required to use neural network at all as an alternative option for the
white-box model. This can be answered by considering two cases. First, although we
got a low number of unfair instances when we used NN, for the Fair-Aware1 model, for
which the decision tree was unable to generate any unfair instances, MLcheck with
NN was able to generate some, as shown in Table 7.7. Secondly, in case of trojan attack
property, we can see that MLcheck with NN performs better than the decision tree
in case of both 1,000 and 10,000 poisoned instances as can be seen in Tables 7.10 and
7.11. The performance gain over decision tree by neural network does not come with
the cost of a really high runtime. Thus, we can say that usage of NN as the secondary
white-box model is an added advantage and two models in combination makes our
approach much more effective rather than using a single one.

7.4.2 Pruning Comparison
To generate a number of counter-examples instead of a single one from a single SMT
query, we have employed two techniques in MLcheck, instance and branch pruning.
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Figure 7.10: Performance comparison of branch and feature pruning

This basically serves us with two purposes: (a) retrain the white-box model more
effectively with a number of counter-examples, (b) if multiple violating test cases (such
as in fairness) are required to generate for a property, we could use pruning. In this
evaluation, we aimed to find out which pruning strategy performs better compared to
the other in terms of generating violated test cases. For the evaluation, we have only
considered the decision tree as the white-box model since on the neural network model
the branch pruning technique cannot be applied. Furthermore, we have considered
here 4 properties: 2 fairness properties, individual discrimination and fairness through
awareness (Definition 7.1, 7.2), and 2 monotonicity properties. In Definition 7.6,
we defined a monotonicity property for the classification models. We term this as
weak monotonicity and furthermore consider a stronger definition of this property
taken from [SW20b] for the evaluation of pruning comparison. We term this as strong
monotonicity which is defined as follows:
Definition 7.18 A classification model M is strongly monotone18 with respect to a
feature i if for any two data instances x⃗1, x⃗2 ∈ X⃗ we have x⃗1(i) ⪯i x⃗2(i) implies
M(x⃗1) ⪯Y M(x⃗2).

In comparison to the Definition 7.6, this definition does not require the features
except i to have the same or increasing values.

To compare the two pruning approaches, we have used detection rate, which is
defined as the number of violations detected, divided by the total number of test cases
generated, i.e., #violations

#test cases . Finally, as it is clear from the properties we mentioned, we
performed this evaluation only on the classification models. For this, we considered 14
classification models.

Figures 7.10 and 7.11 show the detection rates of two pruning strategies for fairness
and monotonicity properties respectively. We see in Figure 7.10 that for individual dis-
crimination property, on a majority of the classifiers, instance pruning performs better
than the branch pruning. On the other hand, in case of fairness through awareness,
we see an opposite trend. In case of monotonicity, we found that for strong mono-
tonicity, branch pruning performs better than instance pruning, and instance pruning
performs better in case of weak monotonicity. Thus, we can see a sort of pattern be-
18Note that “strong” here does not refer to a strong increase in values, i.e., a definition with ≺ instead

of ⪯.
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Figure 7.11: Performance comparison of branch and feature pruning

tween these two results of two different properties. Since individual discrimination, or
strong monotonicity requires most of the feature values in the instance pair to be the
same, branch pruning cannot really explore different parts of the decision tree easily.
Thus, the full potential of branch pruning cannot be utilized in these cases and hence,
instance pruning outperforms the branch pruning. When the features values are not
needed to be equal, such as in fairness through awareness and strong monotonicity
properties, branch pruning shows better performance. Thus, we can conclude that we
require both of these pruning approaches to be performing in combination in order to
achieve the best results out of our approach.

7.5 Limitations and Threats to Validity
Our approach requires learning a white-box model from a given model under test
(MUT) and for this process, we require training data. Since our aim is to learn
the behavior of the MUT, to this end, we query the MUT using instances generated
randomly and for each of the queries, we store the result. Thereby, we get a data set
containing input-output pairs which form the required training data. The set of such
instances and their corresponding outputs are later used to train either a decision tree
or a neural network algorithm to generate the corresponding model which is said to
be approximating the MUT. Thus, we can capture the behavior or approximate the
MUT only if the randomly generated data instances cover most of the input region
of the MUT. However, since this process is random, we cannot guarantee to generate
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instances that are spread out well in the input space of the MUT and give us a good
approximation of the space. To mitigate this, we have set the number of randomly
generated instances high enough, such that the input space should be covered assuming
that it can be covered uniformly—this number can of course be (re-)configured by the
the user. For instance, if the user does not find any counter-example for a specified
property, a counter-example might be found in another try for which this number
has been increased. This offers potential for future improvements of the technique, for
example, by raising the question: how to minimize the number of instances to generate
while approximating a model accurate enough to argue about certain properties?

Furthermore, the solver cannot take into consideration the input distribution of the
MUT and generates test inputs as counter-examples by considering a uniform distribu-
tion of the input. However, in reality, this might not be the case, since any ML model
which is learned on the specific dataset might have a specific input distribution. Thus,
while operating in the use case scenario the model might expect the data coming only
from that specific data distribution. Hence, it would be more meaningful to check ML
models considering the input data only coming from a specific distribution and discard
out-of-distribution data. However, this is a difficult requirement to specify in the SMT
formula while generating counter-examples as test cases. With respect to MLcheck,
we allow to set the parameter bound_cex, which would then be used to generate test
inputs from a specific range of values. A more sophisticated approach would be to
incorporate auto-encoder [XKN22] to detect out-of-distribution data, which could be
considered as a potential future work.

In our approach, one core part is embodied in the usage of an SMT solver. Since
SMT solvers are limited to deal with integers and real numbers, our approach shares
this limitation. However, this can be mitigated by replacing categorical values with
numerical ones, e.g., a category such as gender can be converted by using an enumer-
ation: 0. male, 1. female. In the ML domain this is frequently done by using methods
like label, binary, one hot or count encoding techniques which are generally performed
as data pre-processing steps, before the training of the model. In our evaluation, we
have applied the label encoding approach to the datasets to convert categorical features
into numerical ones before generating the MUTs.

The specification language we have proposed to specify the properties is a simple
domain-specific language that could only be used to specify non-stochastic properties.
Even if we could modify our specification language to allow to specify stochastic prop-
erties, since our approach uses an SMT solving technique to generate test cases, we
cannot check such properties. For instance, the statistical fairness definitions such as
statistical parity [RT16] require to have equal probabilities to have the same predictions
for two specific feature values of a protected attribute (for example male and female).
This cannot be checked with our approach.

An internal threat to validity could be the high degree of randomness involved in
our approach. For instance, first, we generate a number of data instances randomly
to generate the training dataset which is then used to get the white-box model. Even
if this training dataset remains the same in 2 runs, the learned white-box model can
still be different. Thus, properties, for which we need to generate multiple violated
test cases (for example in case of fairness properties), the two runs of the tool might
give different numbers of violations, or in cases where we return after finding a single
violation, we might get two completely different outcomes (property violated and not
violated). To mitigate these threats, we have performed each experiment 10 times and
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the results reported here give the mean over these 10 runs.
The threats to validity of our experimental evaluation could be the choice of the

training datasets and the ML algorithms we trained on them. To this end, the datasets
we considered were taken from the standard cases which were also considered in the
related works. Furthermore, we have taken a number of ML algorithms in our exper-
imental evaluations to generate the models to test. These include simple algorithms
like naive Bayes, k-NN, to tree-based algorithms random forest, decision tree, to neu-
ral networks. Since we have taken a large number of standard datasets and a variety
of ML models in our evaluations we can say that these are diverse enough to reflect
real-world cases.

7.6 Related Work
We have already discussed a number of related works in the previous Chapter (Chap-
ter 6), related to the property-driven testing technique (the underlying approach of
the MLcheck) we introduced in this thesis. We have stated their limitations and de-
scribed how our approach can help to bridge the gap. Since in this chapter, we focus on
validating different properties on different types of ML models, we first briefly discuss
some approaches related to the validation of the properties we have considered in our
evaluation. There does not exist a work validating the properties of the aggregation
functions we considered. However, these functions are essentially numeric functions
and thus, we then describe some related works concerning the testing of such functions.

Fairness. There are a number of works in the literature considering the testing of the
fairness property of ML models. Galhotra et al. [GBM17] first proposed a black-box
random test generation technique called THEMIS for testing individual discrimination
and statistical parity properties. Later Udeshi et al. [UAC18] combined random test
generation and exploit the inherent non-robustness property of the ML models to
develop AEQUITAS. This could generate a number of failed test cases outperforming
THEMIS. Our approach is closest to the work of Aggarwal et al. [ALN+19] and a
very recent work by Xiao et al. [XLLL23]. In the former work, first, they employ
LIME [RSG16] tool to generate a partial decision tree, basically a path of the tree.
Then the dynamic symbolic execution technique is applied to generate multiple test
cases on the tree. In our work instead of learning a path of the tree, we learn an entire
decision tree approximating the MUT. Then we use the specified property by the tester
to generate test cases falsifying the property. Xiao et al. [XLLL23] use generative
adversarial networks (GAN) [CWD+18] to generate a dataset approximating the data
distribution of the original one (i.e., the dataset which was used to train the MUT).
After that, they train a support vector machine (SVM) model with linear kernel on the
generated dataset. The SVM model is then said to be approximating the model under
test (MUT). The data points that lie near the decision boundary of the SVM model are
extracted and used to generate test cases violating individual discrimination property.
Using GAN to generate a dataset although effective since it reflects the actual input
distribution of the MUT, however really costly, and thus, we abstain from using this
step. However, as a future work, this could be used as a preliminary step in MLcheck.

There exist other fairness testing approaches focusing on specific types of ML models,
ADF [ZWG+21], FairNeuron [ZCD+22], ASTRAEA [SUC22], MT-NLP [MWL20].
ADF and FairNeuron can only be used to test individual discrimination property
for deep neural network models. ASTRAEA and MT-NLP on the other hand are
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used to test fairness in natural language processing (NLP) models. In a more recent
work, Perera et al. [PAT+22] proposed fairness degree as the fairness definition for the
regression models and gave a search-based technique for testing the property on such
models. All these works either focus on a specific category of fairness property or a
specific type of ML model and hence, cannot be used for any other types of models
and in testing any specified fairness property. Apart from the fairness testing works
we discussed here, there exist more of such works. For a detailed survey of fairness
testing, we refer the interested readers to look here [CZH+22].

Montonicity. The existing works on monotonicity focus on specific ML models with
the aim of making them monotone. For instance, Archer et al. [AW93] first proposed
to build monotone neural network models by controlling the number of instances in
the training dataset. Dugas et al. [DBB+09] later improved this technique for neural
network models by constraining the weights of the model to be non-negative while
employing a monotonic activation function. You et al. [YDC+17] proposed to build
deep neural networks with multiple layers of lattice in order to build a model which
is guaranteed to satisfy monotonicity with respect to a set of features. Later, Liu et
al. [LHZL20] proposed to use a regularizer in the learning process of neural networks
to enforce monotonicity. Apart from neural networks, some existing works also focus
on building monotone models considering some other types of models. For instance,
Lauer et al. [LB08] proposed to build a monotone support vector machine with linear
kernels by constraining the gradients of the corresponding feature to be positive within
a specific range. We found the work of detecting whether a model is monotone only for
the Gaussian model where Siivola et al. [SPV16] proposed to use the virtual derivative
observations to detect monotonicity. However, this approach can only be used if the
ML model to be tested for monotonicity is linear.

Trojan attacks. There have been several works on performing trojan attacks on
neural network models by using specific learning strategies (see [LDS+22] for a detailed
survey) after Liu et al. [LMA+18] proposed the idea of performing trojan attacks on
deep neural network models. Since then, only the work of Baluta et al. [BSS+19]
proposed a technique to check trojan attacks on a given model. To this end, they gave
a quantitative verification technique to verify trojan attacks on the binarized neural
networks (BNN). They first encode the BNN into logical formula and then instead of
using SMT solving technique, they apply ApproxMC3 [YM21] a specific SAT solver
to perform model counting. However, their approach is limited to the BNN model and
the property needs to be provided manually to check.

The concept relationships in the domain of knowledge graph embeddings [DN19,
DN21] occur frequently however, previously not been considered to validate. Since
there does not exist any related literature to this end, we do not discuss them.

Black-box ML testing. There is a black-box testing framework which is developed by
Aggarwal et al. [ASH+21] for testing ML models with respect to three different prop-
erties: fairness, robustness, and model accuracy. Much like ours, they also consider a
similar setting, where they assume to have an ML model to test, the internals of which
is unknown. In their work, they developed a testing technique considering ML models
generated on different types of datasets such as tabular, text, audio and time series
data. For testing models generated on the tabular dataset, they use the approach as
proposed in [ALN+19] where they learn a path of a decision tree and then apply dy-
namic symbolic generation method to generate test cases. For other kinds of datasets,
they use a metamorphic testing approach to check the model. Thus, depending on
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the property to check, they incorporate a specific test generation technique and this
process is somehow hard-coded with the associated property.

In contrast, our approach is more generic and we allow the tester to specify properties
for which the test case generation technique is not hard-coded into our approach.
Although our approach can be used to check ML models generated only on the tabular
dataset, it can be still used to check a number of properties. Moreover, as we have
shown before, the approach used for tabular datasets by Aggawal et al. [Agg18] (called
as SG in Table 7.7) is less effective in generating unfair test cases compared to our
approach.

Properties of numeric functions. Cox et al. [CHJ+04] proposed a black-box testing
technique to validate arithmetic mean, standard deviation, and polynomial regression
functions implemented in well-known libraries and software such as Microsoft Excel,
Matlab, and some other Java libraries. A web-based facility in this case is used to
first generate the oracle dataset defining the test inputs and their actual outputs. The
test inputs are then executed on the software under test and the produced result is
then compared with the result of the oracle. Further works by kempf et al. [KK17]
provided a regression testing technique to test such functions of the numerical library
DUNE [BHM10] where the test inputs are generated by involving a human expert in
that domain.

The work closest to us to this end is the work by Meinke et al. [MN10], where
they first learn a number of piece-wise polynomial models from the set of test-input
and program output pairs, thus approximating the program under test. Then they
apply the CAD algorithm [CJ12] to check the satisfiability of the learned polynomial
model. However, the properties they checked on the numerical functions are needed
to be provided manually and furthermore, satisfiability checking of such a polynomial
function is highly inefficient. Thus, in our work, we take advantage of the state-of-the-
art machine learning techniques to learn an ML model approximating the MUT and
then use an SMT solving technique to generate test cases.

Regression models. There are works on testing regression models which focus on
prioritising generated test inputs [FSG+20], minimising the test inputs [WKRL17],
and selecting the test inputs [GKZ+14] for deep learning regressors. For instance, the
work by Feng et al. [FSG+20] proposed to prioritize test cases generated beforehand in
order to minimise the effort of humans to label whether a test instance is failing or not.
The test instances are first generated in this case to check the robustness property of a
deep learning regression model. Wolschke et al. [WKRL17] proposed to compare two
sets of test inputs to remove the redundant cases for the regression model and thus
minimising the test inputs.

The work on verifying gradient boosted regression trees by Einziger et al. [EGSS08]
is probably the closest to our work. They proposed a verification technique for the
boosted trees model by using SMT solving technique. To this end, they first convert
the ensemble of decision trees into SMT formula. To encode each decision tree into the
logical formula, they use an encoding technique similar to ours. Then they conjoin the
negation of the robustness property to the SMT formula of the boosted trees. Finally,
the entire formula is given to the SMT solver to find counter-example to the property.
A similar verification technique for neural network regression model is given by Venzke
et al. [VC21] where they used the mixed integer linear programming (MILP) approach
to encode the model into logical formula and then apply SMT solving technique to
check the robustness property on it.
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In this thesis, we presented approaches for testing learning algorithms and the learned
models. We subsequently implemented our corresponding approaches; for testing the
ML algorithms we developed TiLe and then for testing ML models we developed
MLcheck. Essentially in this thesis, we aimed to develop testing tools that could be
used to test the ML algorithms before they enter into the learning phase and then test
the learned models with respect to specified properties, before deploying the models
into the real world.

In this Chapter, we summarize the works done in this thesis. We first give a brief
summary of the approaches we presented in this thesis in Section 8.1. Then in Sec-
tion 8.2, we discuss the results obtained by evaluating our approaches (implemented
in the corresponding tools) on ML algorithms and models. Finally, we end this chap-
ter by giving some possible future extensions of the tools we developed: TiLe and
MLcheck in Section 8.3.

8.1 Summary

Testing of ML algorithms. With respect to the validation of the ML algorithms,
there are no specific requirements. The main reason behind this is that, the expected
outcome by a learning algorithm which in this case is a learned model cannot be
specified by any requirements, since it is not clear beforehand what the correct learned
model is. Thus, in testing terminology, we say the ground truth as a kind of oracle
defining the correct output of the learning algorithm is missing. To mitigate this
gap, we first defined a property that we termed as balanced data usage or in short
balancedness as an essential property of the learning phase. The property requires if
we apply row, and column permutations, and feature name shuffling on the training
dataset, the generated models before and after applying these transformations should
be the same.

We consider the balancedness to be a reasonable requirement that any learning
algorithm should guarantee, specifically if we consider how any learning algorithm
learns from the data. For instance, in the learning phase, the learning algorithm
considers each of the training instances and its corresponding class labels and in the
end, it attempts to generate a model which has a low error in predicting the class
labels of the corresponding training instances. Now, depending on the type of ML
algorithms, the process of minimizing the error would be different. For example, in
case of the decision tree, this is done by splitting the input space, or in the case of the
neural network through using the gradient descent and adjusting the weights and the
biases of the network (see Chapter 2 for more details). However, the order of the data
instances in any way should not influence this learning process.

We then developed a testing tool TiLe based on the idea of the metamorphic testing
approach to test the ML algorithms with respect to the balancedness property. Our
approach has two important steps: applying the transformations and checking that
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the models are equivalent (i.e., the same). For the latter, we proposed a constraint-
based technique to compute the equivalency for decision tree models. In case of some
other algorithms, we checked the equivalency by comparing the learned parameters
(before and after applying the transformations). Then, for the rest, we gave a testing
approach to test the equivalency between models. As discussed in Chapter 4, although
we expected the ML algorithms to be generating equivalent models before and after
applying the transformations we considered, we found a number of algorithms to be
actually sensitive to such changes in the training data.

Testing of ML models. Apart from testing the learning algorithms, there is
a need to validate the ML models with respect to several types of properties. The
existing testing approaches either focus on a specific type of model or on validating a
specific type of property. Thus, we aimed to develop a testing technique that allows
model agnostic testing with respect to the specified property. Our contributions to this
end are two folds: developing a testing approach irrespective of the model under test
(MUT), and giving a specification language for specifying the property to be checked
on the model.

In our thesis, we allow the given MUT to be black-box in nature and we believe
this is a realistic assumption. For instance, it might happen that someone wants to
use an already trained model for a specific task, however does not want to know the
internals (or might not have any access to it), and is only interested in the inputs and
outputs. From the testing perspective, this is also a viable scenario where the tester
has been asked to validate the given model without being given much knowledge about
the model to be tested. This is stated in an industry scenario by the works of Aggarwal
et al. [ASH+21] which we mentioned in the related work. In IBM, for instance, they
have developed a black-box testing approach to test ML models, the internals of which
are unknown beforehand and only the information of the training dataset is available.
Moreover, in some cases, the internals of the model if known, can allow the attacker
to attack the model or the learned parameters of the model might disclose sensitive
information. Thus, in those cases, the information regarding the model might not be
available to us and our approach can be a perfect tool to be used in such cases for
validating the model.

We first developed the verification-based testing approach which is model agnostic
and renders the idea of learning-based testing. In this testing approach, generally, an
automaton model is learned and then used to generate test cases. However, unlike
the existing approaches, the model in our case is a machine learning model and not
an automaton. We believe the use of an ML model to learn the MUT (which is also
an ML model), instead of an automaton, is a better choice. This is partly because
the input space of the MUT might consist of higher dimensional real-valued vectors as
input. Moreover, an ML model might better capture another ML model rather than
an automaton. Once we learn the model, we translate the model into logical formulas
and use the conjunction of the model formula and the negation of the property to
generate test cases on the MUT.

Apart from the model agnostic testing approach, we also aimed to develop an ap-
proach that could be used to test any specified properties on the MUT. Thus, we
developed a domain-specific language tailored to specify properties that frequently oc-
cur in the domain of machine learning and hence, are necessary to validate. Since an
ML model might need to be validated with respect to several properties before be-
ing deployed in a specific domain, the use of a testing approach that allows specifying
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properties by the tester can be of real importance. Although our specification language
is expressive enough to be used to specify several types of properties, this certainly
cannot be used for stochastic properties. Of course, we could have extended the lan-
guage to allow for specifying such properties, however, the underlying technology for
test case generation by using SMT solver would still be a hindrance to generating test
cases with respect to such properties. In future work part, we describe it a bit detail
how this still could be achieved by appropriately extending our work.

We have combined the idea of property specification language with the verification-
based testing to develop the property-driven testing approach for testing ML models.
This testing approach is essentially implemented in a tool called MLcheck. To show
the applicability of our approach, we evaluated it on different types of ML models, in
testing a number of different properties.

8.2 Discussion
We briefly summarize the findings of our experimental evaluations in evaluating our
approaches of testing ML algorithms and models.

Evaluation of TiLe. We have evaluated our approach of ML algorithm testing
tool TiLe on 23 classification algorithms taken from scikit-learn, WEKA, XGBoost,
LightGBM, CatBoost libraries in testing balancedness property. Surprisingly, we have
found many of them to be sensitive to simple row or column permutations and thus
violate the balancedness property. In Chapter 4, we have given a detailed discussion
of our findings and reported the causes that we have identified for the ML algorithms
being unbalanced.

As we mentioned earlier, looking at the learning algorithm itself, we assume that it
cannot be that the algorithm outputs differently when applying some specific metamor-
phic transformations to the training data. However, as we found out in our evaluation,
the main reason for unbalancedness lies not in the learning algorithm, but rather in
how they are implemented. For instance, since the learning algorithm needs to be
really fast even for a high dimensional input dataset, in ML libraries, often specific
optimization algorithms are being used. The use of such optimization techniques often
makes the learning algorithms to be sensitive to row or column permutations on the
training data. There can be other factors too, like tie-breaking, large floating point
number calculations, and more. A later work [PLQT19] has shown that the gener-
ation of different models by the learning algorithms because of the above-mentioned
reasons is unknown to many non-ML persons and industry practitioners. Thus, our
work in this aspect can be helpful, and we believe such unbalancedness would then be
considered before using the ML algorithms.

Evaluation of MLcheck. We have evaluated MLcheck in testing 20 different
properties on 202 single and multi-label classification and regression models as well as
some specific numeric functions. While doing so, we have also compared our tool to
the existing state-of-the-art tools. For instance, we have tested the fairness property
individual discrimination and compared MLcheck with respect to generating unfair
test cases with the state-of-the-art black-box fairness testing tools. For many of the
properties we considered, such as monotonicity, concept relationship, security, and the
properties for programmed and learned aggregation functions, there are no testing
tools available. Hence, we considered adaptive random testing and the property-based
testing as the baseline tools to compare with MLcheck. The overall results of the
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evaluation have shown promising results in using MLcheck for testing such properties.
More specifically, in evaluating fairness properties, we found our tool to be performing
better than the existing fairness testing tools, in finding more failed test cases for
most of the ML models. In case of monotonicity and security properties, MLcheck
performs better than the adaptive random testing (for which we also contributed with
a distance measure) and the property-based testing tools. We have found a similar
sort of a trend while testing multi-label classifiers with respect to concept relationship
and testing the properties of the regression models and the numeric functions.

However, since our property-driven testing approach is generic, it probably will not
be comparable to the validation or verification technique designed specifically for an
ML model or for a specific property. For example, there exist testing techniques de-
signed for validating deep neural networks with respect to individual discrimination
property. However, we did not consider comparing our technique with this approach
since our testing tool MLcheck would not be able to outperform such a specific ap-
proach. Moreover, the comparison with model- or property-specific approaches would
not have been a fair evaluation. In this thesis, with respect to the ML model testing,
we did not intend to build a testing approach that is specific to a model or a property,
rather, we aimed to build an approach that can be used as a general-purpose tool
to test any ML models and with respect to the properties that the tester intends to
test. In Chapter 7, we saw that, without changing anything, and just by activating
some parameters in MLcheck, we could check 20 different properties for testing 202
different models. Moreover, in most of those cases, our approach has shown superior
performance.

8.3 Future Work
For both of our testing approaches, we have a number of improvements and future
research directions we can think of. We again categorize our future work in these two
parts below.

Future direction of TiLe. We have so far implemented TiLe to test for balanced
data usage property. That means with our approach we could only check whether an
ML algorithm generates non-equivalent models when three specific transformations
are applied to the training data. The transformations we have considered are domain-
independent, meaning, we assumed that any ML algorithms should not be sensitive to
such transformations. However, depending on the ML algorithm at hand, there can
be specific metamorphic transformations for the training data for which the generated
models might exhibit some specific relationships. Since there does not exist an oracle
with respect to which the implementations of the ML algorithms could be tested, we
have to rely on performing such transformations on the training dataset to find out
whether we could detect any bug in the implementations.

For example, in case of the random forest algorithm, if we scale up the training
dataset by adding a constant value to all the instances along with their labels, the
generated model should also be scaled up. Now, this is already considered for some
algorithms like naive Bayes, k-NN, and SVM with linear kernel. However, the imple-
mentations of tree-based or boosted algorithms in several libraries are not considered
for testing with respect to such transformations. Hence, to this end, we could think
of extending TiLe to incorporate several of such metamorphic transformations to be
applied to the training data. In fact, we could even find out new types of metamor-
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phic transformations for such algorithms. There are now techniques available (such
as [ATA+21]) that could find out metamorphic transformations based on the given
program. We could even employ such strategies to discover new transformations to be
used for testing ML algorithms.

Equivalency checking. So far we can only check the equivalency between the two
models, however, this is not enough if we intend to check some specific relationships
between the generated models. Thus, to this end, our equivalence checking technique
could be extended to incorporate mechanisms to check specific relationships between
two models. For instance, if we allow to apply scaling transformation on the training
data, we need to extend our equivalency checking mechanism to check a specific rela-
tionship between the generated models. Furthermore, to perform equivalency check-
ing, we mostly perform simple random testing (except for some specific algorithms)
and this definitely could be improved by employing more advanced techniques such
as search-based technique or we could even think of using our own property-driven
testing technique MLcheck for this purpose.

Other types of ML algorithms. Finally, while testing ML algorithms, we only con-
sidered the algorithms trained on the tabular dataset. Our approach could further be
extended to be used for testing algorithms considering different types of datasets as
well, such as image, audio, text, or time series datasets. There have been some works
regarding the testing of image-based classification algorithms, however, to the best of
our knowledge not many works exist on testing ML algorithms trained on other kinds
of datasets. We could check such algorithms by adapting and applying the transfor-
mations we had for our balancedness property, and at the same time we could find
out other appropriate metamorphic transformations for these kinds of algorithms and
datasets and further incorporate those in TiLe.

Future direction of MLcheck. We have proposed a new form of testing approach–
property-driven testing and then developed MLcheck based on this approach. To this
end, we could again think of numerous extensions of our approach and further future
works. We do not describe them all, however, just briefly mention some of them.

Property-specification language. In our approach, we proposed a property specifi-
cation language that could be used to specify properties. However, currently, this
could only be used to specify non-stochastic properties and there are some stochastic
properties that are often of importance and need to be checked on the ML models.
For example, there exist stochastic properties in the fairness domain such as statisti-
cal parity or equal opportunity rate [VR18] which are important to validate in some
specific application areas. Thus, an extension of our property specification language
allowing to specify such properties could be a useful extension. However, it does not
suffice to have specification language which would allow for such properties to specify,
we also need a way to check them on the given model, which we describe next.

Verification-based testing. In this testing approach, so far, we could learn a white-box
ML model, either a decision tree or a neural network approximating the model under
test, and to this end, we have two choices. The choice of these two types of models
come from the fact that these can be translated into logical formulas and therefore, we
can apply an SMT solving technique to generate test cases on them. The choice of the
white-box model could further be extended by considering other types of models such
as random-forest, or boosted tree models which are basically ensembles of decision
trees, and could be also realised using the SMT formulas. However, since the size of
the formula to this end could be quite big (as the number of ensemble trees is typically
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of large number), we would then need a way to efficiently solve the formula by using
some sort of reduction techniques. To this end, we could probably split up the input
values in specific ranges and then keep the ensemble that is required for that range and
discard the rest. In this way, we could reduce the size of the ensembles and then apply
the SMT solving technique parallelly to different ensembles corresponding to different
input ranges and obtain the counter-examples, and finally collect them to be used as
test cases on the MUT.

There have been already some works [SKT22, ZTK22] on the extension of our pro-
posed verification-based testing technique to make it more efficient in generating test
cases. These works consider the encoding of a decision tree as a white-box model into
the SAT formula instead of SMT. This basically opens up a whole lot of new possibil-
ities for our testing approach. Usage of SAT solving process instead of SMT solving
could make our approach much faster in generating test cases, which is already shown
by Zhao et al. [SKT22]. This process could further enable us to consider ensemble
tree models as the white-box model since there exist already some works that give
the SAT encoding of such models. Apart from that, we could also use model counting
techniques (for example ApproxMC4 [SGM20]). The model counting technique would
then be used to generate multiple counter-examples for a single SAT query and replace
our pruning technique with more advanced techniques. Furthermore, a stochastic SAT
solver [GBM21] could also be used which could then allow us to perform the validation
of the stochastic properties we mentioned before.

Evaluation. The basic idea of our test generation technique renders the idea from
the learning-based testing approach where traditionally an automaton is learned to
approximate a given function and then test cases are generated on the automaton
for the function under test. There exists numerous literature to this end and one
of the most prominent approaches is the AALPy library [MAP+22]. An interesting
evaluation could be comparing our MLcheck approach to the AALPy and seeing how
our approach performs. To this end, we could think of evaluating our framework on
the benchmark cases on which AALPy is typically applied.
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Appendix A

Technical Details & Extra Results

In this Appendix, we give the implementation details of the tools we developed corre-
sponding to our approaches. To this end, first, we describe the technical details of the
tool TiLe in Section A.1 which was developed to test the balancedness property of the
ML algorithms. Apart from giving the implementation details we also describe how to
configure this tool. Next, we present the details of the tool MLcheck in Section A.2
which we developed with respect to the testing of ML models and corresponding to
the property-driven testing approach (described in Chapter 6). Since to use the tool,
the tester needs to configure some parameters, here we give details on how to configure
the tool to be used for testing ML models. Next, we provide the link of the aforemen-
tioned tools in Section A.3. Finally, in Section A.4 we give the features–corresponding
to the datasets–with respect to which we tested monotonicity. We also present the
large results table corresponding to the monotonicity testing and aggregation function
testing.

A.1 Tool Implementation of TiLe

In this section, we describe the technical details of the tool TiLe. This is implemented
as the testing tool for balancedness testing as described in Section 4.2 of Chapter 4.
The implementation of the tool follows the workflow diagram depicted in Figure 4.1 1.
We have different parts in our testing tool which we describe next.

Input configuration. First of all, we start with the input required in our testing
tool. Figure A.1 gives an example of a typical XML specification file required by TiLe.
As part of the parameters describing the input learning algorithm, we first require the
library name from where the algorithm is taken. This is specified by the <library>
tag. Along with that, we need the package to be loaded in order to get the classifi-
cation algorithm under test, which can be set using the <package> tag. Finally, in
our running example, we test a gradient boosting classifier with the hyper-parameter
random_state set to 1, which corresponds to the <classifier> tag. Hence, the el-
ement corresponding to this tag describes the classification algorithm along with the
hyper-parameter setting for the classifier.

Next, the desired metamorphic transformation to be applied to the training data
is specified using <metaTrans> tag, which in this example is–permuting the columns
or the feature values randomly. We use simple natural language ‘permute-column’ to
specify the column permutation transformation since it is quite intuitive and simple
to specify. Similarly, for example, the metamorphic transformations, permuting rows

1While checking the ML algorithms of the WEKA library, we extend some parts of the tool in Java.
However, this is a minor implementation detail and therefore we omit them.
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<Configuration>
<algoInfo>

<library>scikit-learn</library>
<package>sklearn.ensemble</package>
<classifier>GradientBoostingClassifier(random_state=1)</classifier>

</algoInfo>
<metaTrans>permute-column</metaTrans>
<testingParameter>

<inputRatio>10</inputRatio>
<trainRatio>50</trainRatio>

</testingParameter>
<outputRelation>model-before = model-after</outputRelation>

</Configuration>

Figure A.1: An XML specification example of TiLe

randomly and shuffling feature names, are specified using ‘permute-row’ and ‘shuffle-
feature’ respectively2.

After specifying the algorithm and the metamorphic transformation to check, we
also allow the tester to specify some of the testing parameters corresponding to the
equivalence testing part of our framework. Note that, this part of the XML specification
file is optional and if the tester does not specify any values to these testing parameters,
some default values will be automatically set. For instance, the value corresponding
to the <inputRatio> tag (corresponds to the INPUT-RATIO parameter of Algorithm 3)
dictates how much percentage of the total possible input instances (derived from X⃗)
will be randomly generated as test inputs. Similarly, the value of the <trainRatio>
tag (corresponds to the TRAIN-RATIO of Algorithm 3) indicates how much percentages
of the total training instances would be selected as test inputs randomly.

Finally, the <outputRelation> tag allows the tester to specify whether the models
generated before (model-before) and after (model-after) applying the transforma-
tion are expected to be equivalent or not equivalent. This tag essentially allows us to
check for a more complex relationship between the output models, however, so far we
do not have methods for checking relationships apart from model equivalency and can
be considered as a possible future extension of our work.

Training data repository. We consider several training datasets as part of our
training data repository. To this end, we take the real-world datasets as well as syn-
thetic datasets. As the real-world datasets we consider 9 different training sets which
are shown in Table A.1. Apart from the datasets, the table also gives the size of the
datasets in terms of the number of features and the instances. All of them are fre-
quently used in the ML domain and taken from the well known online data repository
of UCI 3. These datasets are chosen based on the variation in a number of instances
and features. For example, we consider Census-Income dataset because it contains a
high number of instances (48,842), whereas, the voice-recognition dataset contains a
high number of columns (309). We could see in our evaluation (Section 4.3), indeed

2Note that we have a list of such keywords for each of the metamorphic transformations we consider.
However, we do not describe all of them here, rather a user interested to use our tool can find it
on the tool’s GitHub page:https://github.com/arnabsharma91/TiLe.

3https://archive.ics.uci.edu/
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Table A.1: Real-world datasets taken for training data repository
Name #Features #Instances

Immuno-Therapy 8 90
Breast-Cancer 10 699
Occupancy 7 20560
Lung-Cancer 56 32
German-Credit 20 1000
Census-Income 14 48842
SE Data 102 74
Voice-Recognition 309 126
Crime Data 128 1994

such a varying number of rows and columns was helpful to find out whether an ML
algorithm is sensitive to a metamorphic transformation.

Metamorphic transformation. For each of the metamorphic transformations,
we write a function implementing that transformation. Hence, when a metamorphic
transformation is specified in the XML configuration file, the corresponding function
would then be executed to apply the transformation to the training data.

Training. Essentially, there are two training phases, before and after applying
the transformations on the dataset. However, both of them follow a similar approach
where the last column of the dataset is considered to be the class values for the training
instances and the rest of the columns are feature values. The training process is then
performed following the typical approach taken in machine learning. Since, so far we
do not consider any Deep learning models, we train all the instances of the dataset on
the given learning algorithm once 4.

Equivalence checker. The equivalence checking approach in our framework con-
sists of two parts, computing, and testing equivalence (see Section 4.2.3). For the
equivalence computation, we implement approaches based on the types of the models.
For instance, in case of the decision tree, we implement a translation mechanism that
translates a decision tree model to Z3 [MB08] code. Using this mechanism, we trans-
late two tree models (which are required to be computed for equivalence) into their
corresponding logical forms, and then we add the translated equivalency constraint to
it. To compute the equivalency of two neural network models, we essentially compare
the learned parameters, or more specifically the weights and biases of the two models
(with the same architecture). To this end, we compute the Euclidean distances be-
tween the two sets of parameters to find out whether the two network models are not
equivalent. We follow a similar approach while computing the equivalency of the two
SVM models and logistic regression models.

For the testing part, we simply implement the Algorithm 3, and then combine both
the computation and testing approach using the implementation of Algorithm 2.

A.2 Configuration of MLcheck
To run MLcheck, the tester can set several parameters, however, most are optional
and thus, default values are assumed if the respective parameters are not set. To this

4Note that, it is often the case in case of Deep learning to train the dataset on the learner multiple
times before generating the final model.
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Table A.2: Parameters of MLcheck
Parameter (req.) Type Purpose

model M : X⃗ → Y⃗ model under test
XML_file XML data format
instance_list X⃗∗ sequence of instance variables
Parameter (opt.) Type Purpose

train_avail boolean availability of training data of the MUT
train_path string path to the training data
train_ratio float percentage of training data to be selected
init_oracl integer initial training dataset size
wbm {dt, nn} white-box model to be used
nn_library {torch, scikit} ML library to be used when nn is chosen
dt_hyp_param XML hyper-parameter values of decision tree
nn_hyp_param XML hyper-parameter values of neural network
solver {cvc, z3, yices} SMT solver to be used
multi boolean single or multiple CEX
bound_cex boolean constrain the values of CEX
max_samples integer size of test suite
deadline float time limit of running mlcheck

end, there are two types of parameters in MLcheck, required and optional parame-
ters. Table A.2 summarizes all these parameters along with their types and a short
description of their purposes. Below we describe these parameters amongst which the
first three are the required parameters that must be set by the tester in order to start
the testing process.

MUT. First, the MUT must be provided by the tester in the appropriate form. It could
be provided as an executable format (loaded directly by calling a function), or
in a serialized compressed format, for which we use the pickle 5 format. For
the latter, the tester must provide the specific file location to load the model
from, for example, model=’../Documents/mut.joblib’ where mut.joblib is
the compressed MUT file.

Input-output schema. Next, we require the input-output format of the MUT given as
an XML file. Figure A.2 shows an example of such an XML file. In this example, the
input vector to the model contains 3 features namely age, income, and gender
and the model predicts the loan as the output. For each of the features, the
tester can furthermore specify the type and the minimum and maximum values.
We only allow numerical value types (integer and rational) for the features.
Depending on the type tag of the output, the MUT can be considered to be
either a classifier or a regressor. In the example schema, the type of the output
is Binary, thus, the MUT is considered to be a Binary classifier. Alternatively,
if the value corresponding to the type is float for the output, the MUT is
considered to be a regression model. This information is used to decide which

5https://docs.python.org/2/library/pickle.html.
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<Schema>
<input>
<feature name="age">

<type>integer</type>
<min-value>18</min-value>
<max-value>70</max-value>

</feature>
<feature name="income">

<type>float</type>
<min-value>500.00</min-value>
<max-value>50,000.00</max-value>

</feature>
<feature name="gender">

<type>Boolean</type>
<min-value>0</min-value>
<max-value>1</max-value>

</feature>
</input>
<output>
<feature name="loan">

<type>Binary</type>
<min-value>0</min-value>
<max-value>1</max-value>

</feature>
</output>

</Schema>

Figure A.2: Example input-output schema in XML

type of white-box model (i.e., classification or regression) has to be learned to
approximate the MUT. Moreover, when the MUT is a multi-label classifier, then
the number of elements corresponding to the <output> tag would be more than
1, and thus, in this case, a multi-label classifier would be learned based on the
number of outputs.

List of instances. Apart from the input-output format and the MUT, we further need
to have the instance variables that would be used in the specification of the
property. For example, if the tester wants to specify a property like monotonicity,
two instance variables (e.g., x1, x2) are required which could be provided as
instance_list=’x1, x2’.

Optional parameters. Along with the three required parameters described above, we
have a number of optional parameters that if not set by the tester, would be set to
default values. For instance, if the training data which was used for training the
MUT is available, then this dataset along with the randomly generated data could
be used for the training of the underlying white-box model which approximates
the MUT. The tester could set the option train_avail to true and give the
location of the training data by using the parameter train_path to include the
original training dataset of MUT. Furthermore, the size of this training dataset,
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Table A.3: Features to test monotonicity
Name Montonicity Features

Adult {age, weekly-working-hours, capital-gain, education}
Diabetes {PlasmaGlucose, BP, weight, age, Pregnancies}
Mammographic {Shape, Density, severity}
Car-evaluation {No.ofDoors, No.ofPersons, LugBootSize, YearofProduction}
ESL {in1,in2,in3,in4}
Housing {bedrooms, bathrooms, stories }
Automobile {FuelType, Aspiration, Doors, power, Cylinders,

size, wheels, length, width, height}
Auto-MPG {Cylinders, Horsepower, Weight, Acceleration, Displacement}
ERA {in1,in2,in3,in4}
CPU {CycleTime, MinMemory, MaxMemory, CacheMemory, MaxChannel}

i.e., the percentage of instances to be taken from the original training data,
and the number of randomly generated instances can be specified by using the
parameters train_ratio and init_oracl respectively.

The parameter for choosing the underlying white-box model (wbm) to be learned,
by default is set to the decision tree (dt), which could also be set to the neural
network (nn). If the chosen white-box model is set to nn, then the library to
fetch it from could be either set as PyTorch (torch) or scikit-learn (scikit), as
default it is set to the latter. The hyper-parameters of the two white-box mod-
els can also be set by the tester using XML files, an example for decision tree is
partially shown in Figure A.3 6. The tester in this case could specify all the pos-
sible hyper-parameters of the decision tree model available in the scikit-learn
library. We have <possible-values> tag denoting all the possible values for a
hyper-parameter as allowed in the library, and <default-value> tag denoting
the default values set initially. Testers could give their choice corresponding to
the <your-value> tag.

The parameter solver can be used to choose one of the following three solvers:
Z3 [MB08] (z3), CVC [BCD+11] (cvc), and Yieces [Dut14] (yieces), by default z3
is used. If we find a violation of the specified property in the form of a counter-
example on the learned model and also on the MUT, then we can either stop
and return the counter-example or, we can generate a number of such counter-
examples. For the latter, the parameter multi needs to be set True. Moreover,
based on the minimum and maximum values given in the input schema file (as
shown in Figure A.2) for each of the features, we can furthermore bound the
feature values for a counter-example. This is often required since the counter-
example generated by the solver might be outside their actual range, thus, using
the parameter bound_cex the values of the generated test cases can be bounded
within the specified range 7.

6Note that, for brevity we do not give here all the hyper-parameters that could be set by the tester
for the decision tree.

7Note, if the minimum and maximum values are not provided for any feature, then the counter-
example bounding parameter will have no affect.
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Finally, our tool MLcheck can run until a certain timeout, defined using the
deadline parameter (default is 1000 seconds) or, until generating a specific num-
ber of test samples, defined by max_samples. In the latter case, MLcheck stops after
exploring the given number of instances in order to find a property violation.

A.3 Artifact
In this thesis, we proposed two approaches, (a) an approach for testing machine learn-
ing algorithms, and (b) an approach for testing machine learning models. These two
approaches are implemented in TiLe and MLcheck respectively. The links to all the
code and the necessary datasets used in this thesis are as follows:

• TiLe: https://github.com/arnabsharma91/TiLe

• MLcheck: https://github.com/arnabsharma91/MlCheck

Note that, in the repository of MLcheck, all the necessary datasets, models, and
code that are needed to replicate the results mentioned in the paper are given. Fur-
thermore, we have also given a separate link to the repository which would lead to the
final version of the tool.

A.4 Monotonicity Features & Extra Results
In Table A.3, we give the list of features for each of the datasets with respect to which
we tested monotonicity on the ML models generated on these datasets. The features
considered here are based on the existing works [KS09, TCDH11] where they have also
considered these features to validate the monotonicity. Note that, the ESL and ERA
datasets are based on the grades given to the students based on four specific subjects
(in1, in2, in3, and in4). However, in the original datasets, they have not specified the
name of these.

In Table A.4 we give the results of the monotonicity testing on 10 different models
generated on 10 different datasets, thus, generating 100 different models.

Table A.5 gives the results of the validation of 9 properties on 10 different aggregation
functions.



A Technical Details & Extra Results

Table A.4: Non-monotonicity detections for each classifier per dataset
Model Tool Adult Diab. Mam. Car ESL Ho. Auto MPG ERA CPU
k-NN MLC_DT ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓

MLC_NN ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓
ART ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓
PBT ✓ ✓ ✓ ✓ ✗ ✓ ✗ ✓ ✗ ✓

Log MLC_DT ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✗ ✓
MLC_NN ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✗ ✓

ART ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✗ ✓
PBT ✓ ✓ ✓ ✗ ✗ ✓ ✗ ✓ ✗ ✓

NB MLC_DT ✓ ✓ ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✓
MLC_NN ✓ ✓ ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✓

ART ✓ ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✗ ✓
PBT ✓ ✓ ✗ ✓ ✓ ✓ ✗ ✗ ✗ ✓

SVM MLC_DT ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✓
MLC_NN ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✓

ART ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓
PBT ✓ ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✗ ✓

NN MLC_DT ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓
MLC_NN ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓

ART ✓ ✗ ✓ ✓ ✗ ✓ ✗ ✓ ✗ ✓
PBT ✗ ✗ ✓ ✓ ✗ ✓ ✗ ✓ ✗ ✗

RF MLC_DT ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓
MLC_NN ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓

ART ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✓
PBT ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✓ ✓

AB MLC_DT ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓
MLC_NN ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓

ART ✓ ✗ ✓ ✓ ✓ ✗ ✓ ✓ ✗ ✓
PBT ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✓

GB MLC_DT ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓
MLC_NN ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓

ART ✓ ✗ ✓ ✗ ✓ ✗ ✓ ✓ ✓ ✓
PBT ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✓ ✓

LGB MLC_DT ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗
MLC_NN ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗

ART ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
PBT ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

XGB MLC_DT ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
MLC_NN ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

ART ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
PBT ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
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A Technical Details & Extra Results

<Hyper-parameters>
<parameter name="criterion">

<possible-values>gini,entropy,log_loss</possible-values>
<default-value>gini</default-value>
<your-value> </your-value>
</parameter>

<parameter name="splitter">
<possible-values>best,random</possible-values>
<default-value>best</default-value>
<your-value> </your-value>

</parameter>
<parameter name="max_depth">

<possible-values>int, None</possible-values>
<default-value>None</default-value>
<your-value> </your-value>

</parameter>
<parameter name="min_samples_split">

<possible-values>int, float</possible-values>
<default-value>2</default-value>
<your-value> </your-value>

</parameter>
<parameter name="min_samples_leaf">

<possible-values>int, float</possible-values>
<default-value>1</default-value>
<your-value> </your-value>

</parameter>
. . .
. . .

</Hyper-parameters>

Figure A.3: Hyper-parameter values to be set for decision tree
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fairness, 106, 112, 119, 136

fairness through awareness, 107, 120, 121
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idempotency, 111
individual discrimination, 28, 82, 120
inferred model, 83
input layer, 22
instance pruning, 133
internal node, 42
interpretation, 38

k-NN, 20
kernel, 26
knowledge graph, 29, 108

leaf node, 43
learning-based testing, 33, 83, 101
linear real arithmatic, 39
Lipschitz, 95, 110
Lipschitz constant, 115
logical encoding, 40
logical formula, 41
logical model, 85

machine learning testing, 35
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metamorphic relation, 31
metamorphic testing, 31, 60
metamorphic transformation, 57
ML model, 19
model relevance, 27
model-based testing, 32
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off-the-shelf library, 78
oracle, 31
oracle data, 83
output layer, 22, 48
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tie breaking, 73
toggle, 88
trigger feature values, 108
trigger features, 113
trojan attack, 29
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trojaned model, 114
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underfitting, 27

validation data, 27
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