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Abstract

Social robotics is a challenging enterprise. The aim is to build a robot that is able
to function as an interaction partner in particular social environments, for example
to guide customers in a shopping mall. Analysing the construction of social robots
entails going back to the basic preconditions of social interaction, which are usu-
ally overlooked in sociological analysis. Surprisingly enough, they are overlooked
even by approaches that theorize the agency of technological artifacts, such as Act-
or-Network Theory or the theory of distributed agency. Social robotics reveals the
importance of a basic feature of social interaction: not only is matter/embodiment
crucial for understanding the social, but we must also describe how embodied be-
ings position and orient themselves spatially/temporally. This aspect is taken into
account  neither  by  ANT  nor  by  the  theory  of  distributed  agency.  Our  analysis
shows that two modes of positioning can be distinguished: reflexive self-position-
ing, and the recursive calculation of position in digital space/time.
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1 Introduction1

Social robotics is a challenging enter-
prise. The aim is to build a robot that
is  able  to function as an interaction
partner  in  particular  social  environ-
ments, for example to guide custom-
ers in a shopping mall.  Unlike indus-
trial robots, which work within a con-
trolled environment, social robots (S-
R)  must  have  a  certain  level  of
autonomy in order to operate in much
less  structured  environments  and
work for or with ordinary people. S-Rs
should  care  for  the  sick,  watch  the
elderly, vacuum the carpet, collect the
rubbish,  guard  homes  and  offices,
give directions on the street, or func-
tion  as  communication  mediators
between  humans  (see,  for  example,
Feil-Seifer/Skinner/Matarić  2007;
Salvini  et  al.  2011;  Sharkey/Sharkey
2011; Yamazaki et al. 2012).2

Analysing  the  construction  of  S-Rs
means  going  back  to  the  basic  pre-
conditions of social interaction, which
are usually overlooked in sociological
analysis.  Surprisingly  enough,  they

1 This article presents results from the re-
search project “Development of Humanoid
and Service Robots: An International Com-
parative Research Project – Europe and Ja-
pan”,  funded  by  the  German  Research
Foundation  DFG. The  authors  express
their thanks to the anonymous reviewers
for  their  instructive  comments,  which
helped us to enhance our paper. We also
would like to thank Michaela Pfadenhauer
and Knud Böhle for their editorial work.
2 The nascent presence of those technolo-
gies outside the lab and their impacts on
social lives are still underresearched in the
social sciences. To name a few exceptions,
Turkle  (2011)  interprets  social  robots  as
“relational artifacts” that  can become an
easy substitute for the difficulties of deal-
ing with other people. Drawing on ethno-
graphic  observations,  Šabanović  (2010)
proposes the framework of “mutual shap-
ing”  to  explore  the  dynamic  interaction
between  robotics  and  other  social  do-
mains  in  robot  development.  Alač  et  al.
(2011) offer an in-depth semiotic analysis
of  the  coordinative  interaction  process
between robots and humans in laboratory
experiments.  However,  the  aspects  dis-
cussed in our paper are not recognized as
problems in these previous studies on so-
cial robotics.

are  overlooked  even  by  approaches
that theorize the agency of technolo-
gical artifacts, such as Actor-Network
Theory  (ANT)  (Latour  2005;  Callon
1986)  or  the  theory  of  distributed
agency  (TDA)  (Rammert/Schulz-
Schaeffer  2002;  Rammert  2012).  So-
cial robotics reveals the importance of
a  basic  feature  of  social  interaction:
not only is matter/embodiment crucial
for understanding the social,  but  we
must also describe how embodied be-
ings  position  and  orient  themselves
spatially/temporally.  This  aspect  is
taken into account neither by ANT nor
by  TDA.  Unfortunately,  those  ap-
proaches which do include the prob-
lem  of  spatio-temporal  positioning
have  the  disadvantage  of  assuming
only  living  human  beings  as  social
actors,  and  having  a  preference  for
time over  space.  This  holds  true  for
pragmatism  (Mead  1932,  1934/1967;
Joas 1989), the classic phenomenolo-
gical  approaches  (Schütz  1932/1981;
Berger/Luckmann  1966/1991)  and
ethnomethodology  (Garfinkel  1967,
2002).  Other  authors  include  space,
but they also refer only to human be-
ings  as  social  actors;  examples  are
Bourdieu (1972/1977), Goffman (1974)
or Giddens (1984).  A promising can-
didate which meets all three criteria –
taking  account  of  time,  space,  and
more than human actors – is Helmuth
Plessner’s  theory  of  ex-centric  posi-
tionality  and shared  world  (Mitwelt).
Being strictly formal, this theory does
not  exclude  any  entity  in  advance
from being  a  member  of  a  concrete
shared  world,  i.e.  social  world.  Fur-
thermore, the theory of ex-centric po-
sitionality begins by asking how entit-
ies are positioned, or position them-
selves,  spatio-temporally.  This  draws
both time and space into the focus of
the analysis. 

Our argument here proceeds in three
steps.  We  first  sketch  the  theory  of
positionality  and  the  shared  world,
then outline our project’s methodolo-
gical  problems and present  our  data
and its  interpretation.  On this  basis,
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we  argue  that  positioning  of  robots
depends  on  what  we  call  “recursive
calculation”,  which  must  be  distin-
guished from the “self-reflexive posi-
tioning” found in social actors.

2 Ex-centric positionality and the 
theory of the shared world

The theory of ex-centric positionality
goes back to the German philosopher
and sociologist Helmuth Plessner. He
developed it to describe the difference
between inanimate and living things,
a problem that seems also to be cru-
cial for S-R engineers: How is a thing,
whether animate or inanimate,  posi-
tioned  spatio-temporally?  According
to Plessner, animate beings not only
are  positioned,  but  position  them-
selves. The latter requires a particular
structure of self-reference, which dis-
tinguishes  animate  from  inanimate
beings. 

We  began  our  project  with  a  triadic
concept of the social, developed from
Plessner’s theory of ex-centrically po-
sitioned selves. A self is here defined
as  a  being  that  experiences  its  own
states (pain, hunger, thirst), perceives
its environment, and acts on the en-
vironment  according  to  its  percep-
tions.  A  bodily  self  thus  performs  a
threefold mediation between its sense
of its own condition, its perceptions,
and its activities. A self is the practical
accomplishment of this threefold me-
diation. If a self is related to itself, it
creates a distance from the self, i.e. to
the  accomplishment  of  the  current
threefold  mediation.  This  necessarily
means  that  it  is  not  completely  ab-
sorbed in  the  execution or  perform-
ance  of  experiencing  its  states,  per-
ceiving  its  environment,  and  acting,
but maintains a certain distance. It is
this  distance,  this  being  somehow
outside,  that  Plessner  (1928/1975:
292) refers to as ex-centric.

Ex-centric positionality is the precon-
dition  for  taking  the  position  of  the
other  and  expecting  the  expectation
that  another  self  places  on  one.  An

ex-centric self not only experiences it-
self and its environment, but also ex-
periences  itself  vis-à-vis  other  ex-
centric  selves,  by  which it  is  experi-
enced as  a  self.  Entities  that  live  in
such  complex  relationships  are  re-
ferred  to  as  persons  who  live  in  a
shared  world.  A  shared  world  is  a
sphere of  reciprocal  reference where
ex-centric selves can reciprocally ad-
opt each other’s positions; that is, an
ex-centric self  behaves towards itself
and others  from others’  perspective.
As  a  result,  both  self-reference  and
reference to others is mediated by the
fact  that  an  ex-centric  being  experi-
ences itself as a member of a shared
world  (Plessner  1928/1975:  304;
Lindemann 2010).  By  definition,  this
concept of the social is solely formal.
Each entity – human or non-human –
involved  in  these  complex  relation-
ships is a social person. Nevertheless,
a distinction must be made between
social  persons  and  other  beings.  It
makes a practical  difference whether
the relationship with other beings is
structured  by  expected  expectations
or not. If  a self  expects the expecta-
tions of another self, the expectations
of  the other  entity  have to be taken
into account. If there are no expecta-
tions to expect, the relationship to the
other entity is less complex.

The formal theory of the shared world
suggests that a triadic structure is re-
quired  to  delimit  the  borders  of  the
shared world. An ex-centric self (Ego)
behaves towards itself and others (Al-
ter)  from  others’,  i.e.  third  actors’,
perspective. Within this triadic struc-
ture,  the  interpretative  relationship
between  Ego  and  Alter  is  simultan-
eously an observed relationship. Since
it  is  an  observed  relationship,  it  is
possible  to  distinguish  between  its
current performance and a generaliz-
able pattern that structures the rela-
tionship.  A  rule  can thus be  institu-
tionalized that guides the distinction
between those entities whose expect-
ations have to be expected and other
beings.  This  assumption  has  been
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corroborated  empirically  (Lindemann
2005). The formal structure can be de-
scribed as follows. Ego relates to oth-
er entities. If Ego expects expectations
from Alter, it is up to Ego to interpret
Alter’s appearance as a communicat-
ive statement that indicates Alter’s ex-
pectations placed on Ego. This inter-
pretative  relation  is  not  only  per-
formed, but also experienced from a
third actor’s perspective. Since it is an
observed performance, it reveals pat-
terns that guide the interpretation of
Alter’s communicative statement. The
triadic constellation can thus be inter-
preted as the condition for delimiting
the  borders  of  the  social  world
(Lindemann 2005) and the emergence
of social order (Habermas 1981/1995
Vol. II: 59–61; Luhmann 1972: 64–80;
Lindemann 2012).

Our  initial  idea  was  to  analyse  how
the status of the S-R is defined in tri-
adically structured processes of com-
munication. However,  looking at our
data,  it  turned  out  that  field  actors
also had other problems, ones appar-
ently more basic than that of how to
define the S-R’s status and, especially,
whether the S-R was recognized as a
social  person  either  occasionally  or
generally. The data forced us to turn
our  attention  to  something  we  had
previously  more  or  less  taken  for
granted: how entities orient and posi-
tion themselves in space and time.

2.1 Spatio-temporal positioning

Sociology has an obsession with the
social  dimension of  experiencing the
world. Although ANT and TDA usefully
include other entities as well  as hu-
mans in the social, they are faithful to
sociology in remaining clearly focused
on this social dimension. Latour, for
example,  argues  that  the  collective
must  be  assembled and that  institu-
tionalized  procedures  must  decide
which  entity  is  a  proper  member  of
the collective (Latour 2004, 2005).3

3 Without mentioning or even knowing it,
he is applying Luhmann’s (1969/1983) no-
tion  of  “legitimation  by  procedure”  to  a
new field, the delimitation of the social.

But how can entities assemble if they
do  not  have  a  position  in  time  and
space?  The  social  requires  a  spa-
tio-temporal structure that cannot it-
self  be  reduced  even  to  a  more  en-
compassing  social  construction.  We
suggest  that  time and space are not
merely  a  social  construction of  time
and space, but that social actors exist
as spatio-temporal beings. A socially
functioning S-R therefore has to solve
the problems of spatial and temporal
positioning before it can function as a
social actor. 

To  analyse  problems  of  spatio-tem-
poral  positioning,  it  is  useful  to
look  at  general  theories.  Most  ap-
proaches  in  a  phenomenological  or
pragmatist  tradition  distinguish  be-
tween the localization of things in a
measurable space-time and the posi-
tion  of  a  living  body  (in  German  a
Leib).  For  example,  the  location  of
a  thing  is  determined  through  its
relationship to other locations. A table
is  in  front  of  a  window;  its  legs
have  a  definite  angle  in  relation  to
the tabletop, which is above the floor,
etc.  Things  are  objectified  bodies
(Körper), and as such they are incor-
porated into a system of relative spa-
tial  relations  and  relative  distances.
All  locations  in  this  system  are  de-
termined solely on the basis of mutual
references. This also implies that ob-
jectified  bodies  can  never  coexist  at
the  same time in  the  same place.  If
they  did,  they  would  be  absolutely
identical with one another, that is, in-
distinguishable.  GPS  and  Google
Earth are global devices to define the
relative spatial and temporal position
of any single objectified body. In this
respect,  they  make  no  distinction
between tables, rats or humans – all
are  objectified  bodies,  and  all  can
thus be positioned within a system of
measurable  relative  locations.  If  ob-
jectified bodies  are  moving,  the sys-
tem needs to include time,  so as to
determine that at a particular point in
time only one body occupies a partic-
ular space.



Lindemann/Matsuzaki: Constructing the Robot’s Position ... 89

There are different views on how the
living body should be conceptualized.
We  refer  mainly  to  Plessner’s,  en-
hanced  by  the  subtle  phenomenolo-
gical descriptions offered by Hermann
Schmitz  (1964–1980).  As  mentioned
above,  our  major  argument  is  that
Plessner’s  model  includes  not  only
time (like Luhmann or Mead) but also
space,  and leaves open the question
of who is to be recognized as social
actor.

Plessner develops his concept of  the
living body with reference to his the-
ory of living beings in general, which
characterizes them as bodies that po-
sition themselves. To understand this,
we must ask how the particular form
of self-referentiality of inanimate and
animate beings can be described. In-
animate things appear as independent
from a perceiving consciousness only
because they are constituted by an in-
ternal referential context of individu-
ation. This referential context, accord-
ing to Plessner, must be distinguished
from the concrete “gestalt” (form) in
which a physical thing appears. In the
perception of the gestalt, the individu-
al  elements  spontaneously  come to-
gether  to  create  a  whole,  a  unified
form (Gestalteinheit). But if the unity
of the thing were equated with its uni-
fied form,  it  would  be impossible  to
combine  different  forms  into  one
whole. Only by distinguishing the two
can we understand the form’s trans-
formation  (Gestaltwandel)  and
change.

Plessner  discusses  change  through
the example of smoking a cigar. First
the  smoker  holds  the  cigar  in  his
hand, then he smokes it,  and finally
there is nothing left but a little pile of
ash.  If  there  were  only  the  unified
form, and not the overarching unity of
the thing that creates a whole out of
the two phenomena “cigar and ash”,
it would be impossible to say that the
ash is the ash of the cigar (Plessner
1928/1975:  84–85).  The  unity  of  the
thing  is  guaranteed  as  long  as  the
point of unity, which turns the differ-

ent  appearances  into  an  appearance
of  something,  remains  distinct  from
the  gestalt.  The  difference  between
thing and gestalt is also crucial for the
assumption that there is a space that
can be distinguished as such from a
concrete gestalt occupying a particu-
lar space. Only if we differentiate the
thing from its gestalt can we identify
the  space  in  which  the  cigar  (as
gestalt) formerly existed, but which is
at present inexistent. The space once
occupied by the cigar is empty. There
is only a pile of ash left, which has a
different spatial extension.

“Thing” in this context means a struc-
turing  principle  of  physically  ascer-
tainable appearances which constitute
the gestalt, the concrete physical ap-
pearance. This must be distinguished
from  the  structuring  principle  itself,
which  enables  a  differentiation
between  gestalt  and  thing.  A  thing
cannot  be  completely  perceived,  but
directs  the  perceiving  observation
around itself, to its sides that carry its
properties – which in turn refer to it,
to the thing. When one looks at an in-
animate object, the sides with proper-
ties send the observer to the core, to
the  nonappearing  inside,  which  in
turn points to the sides with proper-
ties, the exterior of the thing. The ex-
terior  side  of  the  inanimate  thing
forms its boundary contours.

Plessner (1928/1975: 127–132) formu-
lates his hypothesis of the specific in-
dependence of living things based on
the “passive” self-referentiality of the
thing. In contrast,  the living thing is
distinguished  by  the  fact  that  it  ex-
ecutes  this  self-referential  structure
itself.  For  Plessner,  this  is  the  leap
that distinguishes the phenomenon of
the  living  from  the  phenomenon  of
the inanimate. The boundary contours
of the living thing are not only its vis-
ible exterior sides, but also the evid-
ence that the living thing, in a specific
sense, has its own boundary.

In  the  case  of  the  living  body,  the
boundary has a dual function. The liv-
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ing body uses its boundary to close it-
self off from its surroundings, to make
itself into its own self-organizing do-
main.  At  the  same  time,  the  living
body  relates  to  its  surroundings  by
means of its boundary. This boundary
allows it  to independently enter into
contact  with  its  surroundings.  In
terms  of  space,  this  means  that  the
living being does not exist  only at  a
defined spatial position, but relates it-
self  to  the  space it  occupies  and its
surrounding space. Plessner calls this
boundary  phenomenon  (Grenz-
sachverhalt)  “positionality”.  A  living
thing that sets its own spatial bound-
aries is its own self-regulating domain
in relation to its surroundings. In this
way, a living thing produces its own
exterior  surface,  which is  observable
by an external observer. Living beings
are  therefore  characterized  by  ex-
pressivity.

The  living  thing  distinguishes  itself
from  its  surroundings  by  creating
boundaries,  and  enters  into  contact
with  its  surroundings  by  means  of
those boundaries. This is heightened
by the fact that the living thing relates
to the fact  that  it  relates to its  sur-
roundings by means of its boundary.
In other  words,  the  living  being not
only  realizes  its  own  boundary,  but
experiences  itself  as  realizing  its
boundary. It is thus that the living be-
ing experiences itself and its environ-
ment. Plessner calls this “centric posi-
tionality”  (Plessner  1928/1975:  237–
244).

The  experienced/experiencing  living
being is characterized by a particular
form of self-reference. It  actively oc-
cupies a space by itself at present and
it experiences its space as its present
spatially  extended  states.  Hunger,
pain  or  pleasure  are  present  experi-
enced states and localized sensations
experienced by a self. This self-refer-
ence  means  that  a  living  body
presently positions itself at a particu-
lar  point  in  space  and  is  simultan-
eously related to that and to the way
it spatio-temporally positions itself. It

is in a present condition, which it ex-
periences. This particular form of self-
reference seems to be the precondi-
tion  for  what  Plessner  and  Schmitz
call  “absolute  location”.  To  know
where/when a living body is located, it
is not necessary to place it within the
system of spatial relations and relat-
ive  distances.  Without  knowing  the
relative  location  of  the  objectified
body,  which I  have,  I  know that my
living body, which I am, is “here” and
“now”.  If  I  feel  pain,  I  do not  need
first to locate the site of the pain as
above,  below,  approximately  within
the outline  of  my objectified  body –
indicating that it is probably my pain.
The location of the living body is ac-
cessible without such relative spatial
specifications.  It  spontaneously
stands  out,  as  from  a  background,
and  is  spatially  defined  ad  hoc
(Schmitz  1964:  20–23).  In  other
words, absolute location denotes how
the  living  body  differentiates  itself
from its environment.

The space in which objectified bodies
exist  does  not  inherently  denote  a
centre;  objectified  bodies  are  recip-
rocally defined in their spatial determ-
inedness and, as such, they make reg-
ular, mutual reference to one another.
The  living  body,  on  the  other  hand,
provides  evidence  that  experiential
space has a centre by structuring that
space  according  to  the  practical  de-
mands of its relationship to the envir-
onment.  For  the  relative  spatial  de-
terminedness  of  “chair”  and  “wall”,
for instance, it is irrelevant which side
of the wall the chair is on. But for the
practical demands of an experiencing
living  body’s  global  references,  it  is
significant  whether  the  body  must
first go into the next room to sit on
the chair or if it can sit down immedi-
ately.  This  form  of  self-reference  is
the basis of ex-centric positionality.

Usually mere lip-service is paid to the
relevance  of  the  spatio-temporal  as-
pects of selves. The analysis of build-
ing social robots reveals that there is
much more at stake than simply say-
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ing  “we  start  from  the  assumption
that  actors  operate  from  the  here/
now”. This becomes obvious by refer-
ence to our field observation. 

3 Methodology and data

Between 2011 and 2012,  one co-au-
thor, Hironori Matsuzaki (HM), stayed
for extended periods at several robot-
ic  research  institutes  in  Europe  and
Japan,  amounting  to  14  months  of
participant  observation  in  different
labs. He also conducted around 30 ex-
pert  interviews  with  robotic  engin-
eers,  law experts  and robot  industry
players and around 10 interviews with
lay  users  of  S-R.  Additionally,  HM
gathered documents produced in the
field.  The  interviews  were  para-
phrased  or  transcribed,  and  those
conducted in Japanese were (at least
partially)  translated  into  English  or
German. Documents were also trans-
lated as necessary. Field notes, docu-
ments and interviews were coded us-
ing  procedures  that  could  be  de-
scribed as a heretical  deviation from
grounded  theory:  according  to
Glaser/Strauss  (1967),  the  code
should  be  developed  primarily  with
reference to data alone, but we also
used an abstract theory (positionality
theory, theory of space) as a reference
point  for  coding.  That  is,  both  our
field  observation  and  the  coding  of
the data were structured by concepts
– such as the space of things, objecti-
fied bodies, and the space of living be-
ings’ self-positioning.

The  major  problem  with  this  the-
ory-guided approach is the generation
of  conceptual  artifacts  –  i.e.  data  –
which,  due to the  theoretical  frame-
work  adopted,  are  only  produced in
the field notes. This danger cannot be
avoided,  but  it  can be  controlled  by
making one’s theoretical assumptions
as explicit as possible. We call this a
critical-reflexive  method  (Lindemann
2002), which has been fruitfully adop-
ted  in  several  empirical  projects
(Lindemann 2005, 2009). It is critical

in assuming that observation and in-
terpretation are structured by theoret-
ical concepts. By making these expli-
cit, the observer self-critically delimits
how s/he will construct his/her obser-
vations and interpretations. This first
aspect may be somewhat unusual for
sociologists,  but  the  second  one  is
more  commonplace:  sociologists  ex-
pect that there are actors who inter-
pret  the  world  themselves;  the  ob-
served social world is an already-in-
terpreted  world.  Sociologists  there-
fore see themselves as facing the task
of  reflexively  making  interpretations
of interpretations.4

The  analysis  we  present  here  draws
especially  on  an  ethnographic  study
of field experiments with S-R that HM
conducted in Japan between Novem-
ber and December 2012. The experi-
ments  aimed  to  introduce  more
smoothly  functioning  assistive  robot
technologies  into  everyday  life.  Data
were collected mostly at a robotics re-
search institute in a Japanese college
town, a shopping centre located close
to the institute, and some robotics-re-
lated  events.  We  pseudonymize  the
proper names of human actors, tech-
nical  artifacts  (robots),  institutions
and related entities to protect the pri-
vacy  of  individuals  directly  observed
during the research.

The interviews and statements cited in
this paper are not literally translated
into  English,  because  a  word-for-
word translation would hardly be un-
derstood due to the openness of Ja-
panese  grammar.  For  instance,  in  a
Japanese everyday conversation, both
subject  and  object  are  frequently
omitted when the meaning can be de-

4 We  will  not  go  into  more  detail  here,
since this aspect of sociological methodo-
logy  is  to  some  extent  common  sense.
Georg Simmel first discussed it in 1908 in
Soziologie.  Later,  Alfred  Schütz
(1932/1981) emphasized that sociologists
always interpret the interpretations of the
social  actors  they observe.  Anthony Gid-
dens  (1984) presented  the  same insight,
and Latour (2005) applied it to the prob-
lem of who can count as a social actor.
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duced from the predicate or context.
In this sense, the Japanese language
requires  much  interpretation  by  the
recipient.  A  strictly  literal  translation
of an interview excerpt may illustrate
this point5.  Italicized passages  indic-
ate the interviewee's emphasis. Brack-
eted  descriptions  explain  non-verbal
cues:

Fujita: (with  an  amused  smile)  Do
not  know  much  about  ro-
bots,  well,  have  come  here
today with very little  know-
ledge.  Well,  as  regards  the
robot’s own speech, nothing
went  beyond  expectations.
But then, was pleasantly sur-
prised when I spoke and un-
derstood what said.

Interviewer: Understood what said?
Fujita: Yes,  also  today,  when  was

asked, “Where would like to
go?” said, “Utopia”. Then re-
ceived  a  prompt  reply,
“Okay, Utopia right?” (laugh-
ing) And figured that listened
to! Of course, a robot, not a
human  being,  so  wondered
about  that  point,  for  ex-
ample, whether really would
understand  my  words.  And
then,  when  spoke  to,  re-
sponded so quickly! Was de-
lighted.  That  was  a  great
surprise.

Interviewer:  Thought  understood.  (both
laughing)

Fujita: (in  a  joyful  tone  of  voice)
Yes, did.

To avoid further confusion, each sen-
tence  is  not  structured  according  to
the Japanese word order (subject–ob-
ject–verb),  which  is  entirely  distinct
from  that  of  English.  The  “it”  that
stands for the robot was not uttered
during  the  actual  interview.  This  is
also true for “I” and “me”, the words
to express the interviewee’s first-per-
son  perspective.  Sometimes  both
speakers  omit  many  sentence  con-
stituents and use only the verb, which
may hinder a reader’s understanding
of the content. A literal English trans-
lation  of  spoken  Japanese  sentences
thus does not always convey the ac-

5 Personal interview, 17 December 2012.

curate sense, and may be misleading.
For these reasons, we decided to ad-
opt  the  paraphrase  translations  by
HM,  a  Japanese  native  speaker.  We
are well aware of the risk of “double
interpretation”  that  may  result  from
this method.

3.1 Experimental participants

The  experiments  were  conducted  in
the framework of an ongoing research
project to implement S-R applications
supporting the social participation of
elderly  and disabled  people.  Accord-
ing  to  the  Japanese  engineers,  daily
shopping  was  to  be  made  an easier
and more entertaining experience for
senior citizens,  though the S-R plat-
form for this application is still in the
pilot  phase.  The  field  experiments
took place in  a two-storey shopping
centre.6

During  HM’s  stay,  three  different
types of mobile robot platforms were
deployed.7 The first platform (type A)
consists of a black rectangular box on
wheels with two arms and a head car-
rying two large cameras and a round
speaker  (these  components  are
mostly  perceived as the robot’s eyes
and nose).  A  shotgun microphone is
mounted  on  a  long  pole  protruding
from behind its right shoulder. While
it  does not look humanoid or anim-
al-like in a narrow sense, overall the
robot evokes the image of a biological
being.8 The exterior of the second ro-
bot (type B) looks more sophisticated

6 In the past few years, the research insti-
tute has developed a cooperative relation-
ship  with  this  commercial  facility,  albeit
not on an equal footing. In negotiations, it
is the researchers who have to struggle to
maintain  the  relationship.  The  experi-
menters are taught to follow a myriad of
rules on-site and not to be rude to cus-
tomers.
7 They were built during previous research
projects  of  the  institute.  At  the  time  of
HM’s  field  observations,  the  aim  of  the
project was to implement a feasible sup-
port program for shoppers into these ex-
isting platforms.
8 According to the researchers, the robot’s
exterior  design  is  not  popular  with  the
general public. Some recipients label it as
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due to the  plastic  shield  that  covers
the  aluminium  frame  of  the  robot
body.  It  is  about  110  cm  high,  and
can,  like the  first  robot,  cruise on a
wheeled base at a speed of 2.5 km/h
(the  experimenters  consider  this
speed to best  suit  the target  group).
Finally, there is a smaller robot (type
C). It is about 30 cm high and was ori-
ginally developed as a communication
device  to  be  utilized  in  combination
with cell phones; it therefore has no
means of moving. In the field experi-
ments, it  was made mobile using an
electric platform truck. Placed on the
cart,  it  could  move  around  the  test
site  and  approach  test  persons.  All
these  robots  are  intended  to  guide
elderly customers through the shop-
ping centre and provide them with in-
formation on stores and products.  A
robotic  wheelchair,  developed  as  a
support  device  for  disabled  people,
was also tested on-site.

In one of the experiments, one robot
(type  A  or  type  C)  was  supposed to
identify and approach a target person,
hold  a  short  conversation,  and then
guide the person around the shopping
mall. The focus was on the interaction
process between robot and test  per-
son, with the aim of producing a con-
vincing expressive surface for the S-R
that could be presented as a success-
ful  project  outcome  at  the  final  re-
view,  to  which  the  media  were  also
invited. The experiments aimed to en-
sure that the interactions followed the
planned  scenario.  Each  sequence  of
experimental  human–robot  interac-
tion lasted a maximum of 20 minutes,
though its preparation often took sev-
eral hours.

The human personnel  of  the  experi-
ments consisted of robotics research-
ers and lay persons who were to in-
teract with the S-R. The robotics re-
searchers  worked  as  a  team  with  a
roughly even mixture of Japanese and
foreign  members.  They  were  post-
docs,  PhD students,  MA students  as

ugly,  comparing  the  facial  part  with  in-
sects like the mantis.

assistants,  and  a  female  member  of
the institute’s support staff. The team
leader (Kuwata) is Japanese. Some re-
searchers worked all day long (if ne-
cessary from early morning until  the
shopping  centre  closed);  others  did
not  appear  regularly  in  the  field  be-
cause  they  had  duties  in  other  re-
search projects.

The test subjects were lay people. Two
elderly ladies were sent from a tem-
porary  employment  agency  special-
ized in senior citizens. They were on
duty for three or four hours on aver-
age  and  earned  1,000  yen  (about  8
euros)  per  hour.  Conversations  with
them revealed that they were not par-
ticipating  only  to  make  money,  but
also for pleasure. They thought of this
as a way of being part of their local
community,  and  also  enjoyed  inter-
acting with the S-R.

To facilitate the experimental proced-
ure,  the  engineers  used  external  as-
sistance.  For  one  experimental  ses-
sion,  two  or  three  young  people
(mostly college students in their early
twenties) were hired as part-timers for
such  tasks  as  installing  technical
devices,  transporting  the  robots
between the  control  station  and the
entrance area, monitoring the test site
including protection of the robots, or
responding  to  questions  from  pass-
ers-by. The support staff or one of the
engineers  took  care  of  new  part-
timers, providing them with a brief in-
troduction  on  the  project  and  the
setup of technical devices for the ex-
periments.  To  avoid  unnecessary  ef-
fort, part-timers with previous experi-
ence  were  favoured  and  employed
several  times.  Sometimes  they  were
also hired as test persons or for other
interaction experiments carried out in
the mall or the lab.

In  certain  situations,  shoppers  or
store staff also had an important im-
pact on interaction among experiment
participants. For instance, passers-by
with small  children often stood near
the  test  site  and  watched  the  scene
for a while.  Some curious onlookers
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talked to the party involved in the ex-
periment  or  even  tried  to  touch  the
robot body, in which case the student
assistants had to stop them by asking
them politely not to interrupt the en-
gineers’ work. Even the less interested
shoppers required attention: they had
to be kept out of the area, particularly
when the robot was moving. For these
purposes, the experimenters set up a
sign reading “We are conducting ex-
periments with service robots. Thank
you for your cooperation.”

The experiments had a kind of “back
stage”  (Goffman  1956),  the  control
station, which was called “backyard”
by  the  engineers  and  placed  at  the
furthest  end  of  the  building.  It  con-
sisted of two small rooms filled with
desktop and laptop computers, mon-
itors,  desks,  chairs,  hand  trucks,
cables and devices,  battery chargers,
repair  tools,  spare  parts  for  the  ro-
bots,  tripods,  video cameras,  remov-
able external sensors, and so on – all
the equipment needed for the experi-
ments. From this back stage, the ro-
bot’s “front stage”, its expressive sur-
face or behaviour, was produced and
controlled.  It  was  more  than  a
minute’s  walk  from the  control  sta-
tion to the entrance area, so that the
engineers  often  had  to  use  cell
phones  or  wireless  transceivers  to
communicate with student assistants
or each other.

3.2 Preliminary procedures of the field
experiment

Two preliminary processes ran paral-
lel  to  the  technological  preparation.
The  first  was  negotiation  with  the
head  of  the  commercial  facility  to
make sure that the experiments could
be  performed.  Kuwata,  in  charge  of
directing  the  experimental  proced-
ures, was also responsible for this. In
the case of important events such as
an on-site public presentation of the
project, he was to give the store man-
ager a blueprint in advance. To obtain
consent, Kuwata had to demonstrate
that  the  event  would  not  interfere
with sales  activities  or  endanger  the

safety  of  humans  (experiment  parti-
cipants,  customers,  etc.).  The  power
balance between the parties was lop-
sided; for example, during the briefing
Kuwata  “keeps  bowing  to  the  store
manager” (field notes) – a behaviour
clearly indicating the higher status of
the other. A second preparatory pro-
cess was making the human subjects
familiar with the experimental setting,
and vice versa: information on the fa-
cial shape of each lay participant was
captured  using  an  external  camera
and stored in the facial detection sys-
tem. The robot used in the experiment
was not presented to the two elderly
women  (Sakai  and  Takagi)  at  this
stage.  Kuwata  talked  to  the  women
between experimental sequences. Sit-
ting face-to-face at the entrance area
of the shopping mall, he tried to give
them  easy,  step-by-step  instructions
on what to do in each phase of inter-
action with the robot.

During the final demonstration, each
woman was to act as a customer en-
tering the  shopping mall:  At  the en-
trance, the robot waits for her as the
target person. When she appears, the
robot detects her by reference to indi-
vidual  facial  recognition information.
The  target  person  takes  the  desig-
nated  route  towards  the  robot  and
walks slowly enough for her face to
be  recognized.  Soon  after  the  robot
has identified her as a target person,
it comes up to welcome her. The team
of  robot  and  human  then  starts  a
short  dialogue,  in  which  the  robot
must  take  the  initiative.  The  robot
asks  the  test  person  what  she  has
come to buy; she gives an appropriate
answer and is guided to her favoured
destinations by the robot:

Kuwata explains that the ladies will be led
either  to the bookstore Utopia or  to the
clothing store Denim Factory.  The book-
store  is  at  one  end  of  the  building  and
cannot be viewed from their present loca-
tion. Kuwata describes the course the ro-
bot will take: 

“On your right, there is a narrow cor-
ridor. Starting from that spot near the
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mirrored column, the robot will head
toward the corridor. Then you should
just walk behind it at a little distance.
At  the  end  of  the  corridor,  it  turns
right to reach the goal.” The ladies are
asked to comply with this instruction
in  concrete  interaction  situations.
Kuwata  is  not  entirely  focused  on
practical issues, but sometimes makes
small talk with them about topics ir-
relevant  to  the  experiment  (e.g.  the
forthcoming  national  election)...
While taking facial images of one lady
(Sakai),  Antonis,  an  engineer  from
Cyprus, stands next to her and points
to  the  exact  spot  where  she  should
stand. Sakai is asked to look diagon-
ally into the camera placed on her left.
Then Antonis goes behind the camera
to see  live  footage displayed  on  the
laptop screen. Antonis and Sakai are
now  standing  toe-to-toe.  Checking
the  images,  Antonis  discusses  the
angle of her face with Kuwata.  They
look, over the camera, at her real face
and then back to its representation on
the  monitor.  Antonis  asks  Sakai  to
move her face a little to the right. The
procedure  is  repeated  several  times.
After  saving  selected  pictures,  they
have the lady walk past the camera to
test whether facial recognition works.
(Field notes)

The complex technical system that en-
ables this interaction scenario is seg-
mented  into  small  functional  ele-
ments such as locomotion and local-
ization of the robot, facial recognition
and  tracking  of  the target  person,
path  planning  through  crowded
spaces, speech recognition in a noisy
environment,  etc.  The  execution  is
distributed among software and hard-
ware components of  the robots,  dif-
ferent  sensors  and  external  cameras
embedded in the environment (at the
entrance  area),  and  a  dozen  com-
puters running in parallel. The medi-
ation of perception and actuation for
the  robot  is  based  on  the  perform-
ances  of  these  functional  sub-units.
The  sub-units  are  integrated  with
each other by engineers. Afterwards it

should  function automatically,  but  if
problems occur they have to be solved
by  engineers  working  in  the  control
room or at the test site.

These  types  of  robots,  “network  ro-
bots”,  are  designed to  work in  con-
nection  with  different  external  com-
ponents. Perceptive tasks are distrib-
uted  to  technical  components  in-
stalled  in  the  environment  (often
grouped under the term “ambient in-
telligence”),  whereas  actuating  tasks
are  entrusted  to  the  robot  body,
which  can  move  and  behave  within
these  environments.  The  splitting  of
sensory  and  motoric  components  is
usually  explained  by  the  variety  of
functions the robot must accomplish.
With  the  increasing  complexity  of
tasks, it becomes difficult to integrate
and  coordinate  all  functions  within
the robot body.9 Dividing the unity of
the robot’s activities is believed to be
a  better  way  of  overcoming  these
technical  problems  and  making  the
robot capable of  interacting with lay
users, who usually possess very lim-
ited knowledge of advanced technolo-
gies.

At the beginning of each experiment,
a robot is spatially calibrated. Its ini-
tial point is determined as point zero,
from which any movement or behavi-
oural activity is calculated. This action
is decisive for the robot’s navigation,
because  it  is  the  point  from  which
movement  direction  and  travel  dis-
tance is derived. Only from a determ-
ined starting point can a robot of this
kind begin to cruise. Within a three-
dimensional  physical  environment,
the robot moves with reference to a

9 The experimenters need to operate mul-
tiple  computers  (sometimes  more  than
ten) simultaneously in order to make the
robot complete the interaction process. A
team member described the dilemma: “Of
course, nothing can beat having one com-
puter that can accomplish everything. But
we have enough trouble dealing with the
enormous quantity of real-world data. The
processing  capacity  of  the  robot’s  com-
puter is still  too low to run different re-
source-hungry applications, like facial re-
cognition, at one time” (Field notes).
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static topological model of the indoor
space,  formed  only  by  the  two  co-
ordinate axes (x, y). This model is rep-
resented  as  a  two-dimensional  floor
plan with the geometric properties of
the environment. The actual location
of the robot is expressed in x- and y-
positions, while the motion direction
of  the  robot  is  defined  through  the

θvariable “ ”, from which the differen-
tiation of directions – from the robot’s
viewpoint: to and fro, up and down –
is derived mathematically (by calculat-
ing the emerging angle with reference
to values in the x-axis and the y-axis).
On the monitors in the control room
or the  laptop screens,  the  engineers
can see the top-down view of the test
site with abstract images of the “tra-
jectories”10 of the real entities (robots,
humans, and other objects) moving in
the space. This optical representation
of binary data is designed for ease of
operation  by  human  actors  (engin-
eers,  test  persons).  “Properly  speak-
ing,”  one  researcher  emphasized,
“what can be seen on the GUI [graph-
ic user interface] does not correspond
to the visual space perception of the
robot.”11

According to the engineers, the robot
can work autonomously in principle.
This  means  that  once the  robot  has
started  an  operation,  it  can  move
alone  and  execute  its  tasks  without
continuous  external  control.  Dealing
with lay people in a real-life environ-
ment is, however, seen as one of the
major challenges for S-R applications,
because these environments are often
unpredictable and the robotic system
has to react  to uncertain factors.  To
ensure a high level of safety and reli-
ability, it is considered necessary for a
remote operator to oversee and assist
the robot’s  operation.  This approach
(semi-autonomous control of the ro-
bot) was taken by the researchers ob-
served. The robot was to approach the
target  person  and  initiate  conversa-

10 “Trajectory” is a term used in the field to
denote the path of an entity’s movement.
11 Personal interview, 25 December 2012.

tion  by  itself.  Once  the  robot  had
done  this,  the  human operator  took
over  control.  The  operator  would
drive the robot,  assist  its speech re-
cognition,  and trigger  its  utterances.
The user interface prompted the oper-
ator to take action. It was up to him
or her whether the robot should ex-
ecute  a  certain  action  or  not.
Moreover, the mobile robot called on
the  engineers  for  help  when  some-
thing  unpredictable  occurred  or  it
needed  to  handle  correspondence
problems between the predefined se-
quences of events and the data gained
in real time from the environment. For
instance, the robot sent signals to the
operator’s computer when its infrared
sensors  detected  obstacles  on  its
route that could not be synchronized
with those on the preinstalled map of
the environment.

In the field trials observed, two main
types of virtual maps proved decisive
for the robot’s localization and navig-
ation.12 The first type is a preinstalled
map. The second type is created dur-
ing the S-R’s operations:  after  being
placed  on  point  zero  the  robot  (or

12 GPS, a space-based satellite navigation
system often used to provide location and
time  information  for  the  navigation  of
driverless cars, is not implemented in the
mobile robots of our field, mainly due to
the noise in indoor environments. The en-
gineers  also do not  apply  more challen-
ging approaches to robot localization such
as SLAM (Simultaneous  Localization and
Mapping),  mainly  because  of  their  focus
on  dealing  with  practical  problems  in  a
real-world  application.  Alongside  other
methods  for  navigation  and  localization
(Light Detection and Ranging, GPS, Digital
Cartography), the automated “Google car”
uses SLAM technology, which creates and
updates a map of a vehicle’s surroundings
while  keeping  the  vehicle  located  within
the virtual map. To build up a SLAM map,
however, the car needs first to be driven
manually along a route while its sensors
collect  relevant  data  about  the  outdoor
environment.  The  car  then  drives
autonomously  on  the  route,  comparing
the data acquired in real time to the previ-
ously recorded data so that it can capture
changes within a known environment and
update the map. See, for instance, Guizzo
2011; KPMG 2012.
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rather, the computer on board the ro-
bot body) starts to measure the cur-
rent distance between the robot body
and  the  objects  in  the  environment
using two infrared sensors in its foot
part,  and  creates  a  two-dimensional
map  of  objects  scanned  in  the  area
where it is to move. This second map
should approximately match the pre-
installed map, so that  the robot can
detect its present location and navig-
ate along a predefined route without
remote  operation.  Without  such  ap-
proximate  matching,  the  robot  loses
its way and gets stuck at one spot. It
sends a signal for help, and the engin-
eers correct direction and route by in-
putting  precise  information  on  its
present location. In combination with
terrain mapping, the odometry meth-
od  is  employed  to  localize  the
wheeled robot. Here, the robot calcu-
lates its position in space relative to a
starting point (point zero); using shaft
encoders on its two wheels, it meas-
ures velocity and the rotations of the
wheels  in  real  time  and  computes
how  far  it  has  travelled.  Its  current
location  is  then  estimated  (not  de-
termined) from travel distance to the
default position.

As these methods are sensitive to er-
ror arising from different noises in a
real-world  environment,  the  robot
must continue to fine-tune its approx-
imate location by a probability calcu-
lus referred to as “particle filter”. For
example, if the robot occupies a par-
ticular space, this position is defined
by  several  parameters  (90  degree
angle to the wall,  distance of 1.2 m,
velocity of 2.3 km/h, etc.). A particular
set of parameters that defines a par-
ticular position is called a variable or
a particle. A set of possible particles is
calculated for a specific point in time:
it  is  calculated  that  at  a  particular
point in time the S-R could possibly
be  at  n-positions  (particles  or  vari-
ables). Between 100 and several hun-
dred  such  positions  are  calculated.
The entire set of calculated variables
displays  a  pattern  from  which  the

probable position of the S-R at a spe-
cific  point  in  time  can  be  derived.
Each position of the robot is thus de-
duced  from  a  pattern  of
variables/particles. Its position is not
determined  precisely,  but  estimated
as a probable position, on the basis of
a  set  of  possible  positions.  Diverse
patterns of variables are simulated by
the robot’s computer in advance (ran-
dom  sampling).  While  moving  in  a
real environment, the robot keeps up-
dating  the  patterns  of  variables  by
comparing  current  data  received  by
sensory input with previous data (res-
ampling of probability), and calculates
a region where the robot is probably
currently located. The mean value of
the  resampled  variables  is  then
defined as the estimate of the robot’s
position at a particular point in time.

A visual representation of the robot’s
orientation in space (displayed on the
computer  monitor  via  the  GUI)  may
help  to  make  sense  of  this  process
(see  Figure  1).  On  the  map  with  a
black background, oblongs depict the
store  areas.  Bold lines  around these
areas  express  the  walls  and/or
columns.  The boundary  between the
corridors and the adjoining stores is
represented by thin lines. Small dots
scattered  around  in  the  store  areas
represent  static  objects  scanned  by
the  robot’s  sensors.  Circles  express
moving entities (e.g. walking humans)
tracked by the sensors installed in the
robot’s surroundings. At one corner of
the corridor, there is a square object
outlined in bold. This figure stands for
the robot that  is  moving toward the
identified  target  person  (two  foot-
prints).  From  its  front,  two  dotted
lines  radiate  in  the  direction  of  for-
ward  movement.  A  number  of  dots
enclosed by a polygonal shape over-
laps with the rear of the robot figure.
When  the  robot  starts  moving,  the
polygon filled with dots follows the S-
R with a short time lag. This polygon
and its dots represent a pattern of es-
timated  variables  (particles),  i.e.  the
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current  region  where  the  robot  can
probably be found.

Interacting  with  a  target  person  is
even more difficult for the robot than
localizing itself.  The robot must  first
identify one of the participants whose
individual  data  (physiognomic attrib-
utes,  family  name)  have been stored
in  the  system  in  advance.  This  re-
quires  careful,  time-consuming  pre-
paratory work – booting up the com-
puters including the robot’s on-board
computers,  setting  up  different
devices  on-site,  calibrating  the  laser
range  finders  and  external  cameras,
registering facial images of the target
person,  integrating all  the functional
sub-units, test running the robot, etc.
For instance, the different data sets of
the two functional sub-units running
outside the robot body, “facial recog-
nition” and “human tracking”, have to
be combined so that the robot has rel-
evant information regarding whom to
address.  A  network  of  laser  range
finders, set at the four corners of the
entrance, anonymously tracks the tra-
jectories of the target person. Simul-
taneously,  in  the  middle  of  the  en-

trance area, a digital camera connec-
ted  with  face  detection  software
matches  the  person’s  frontal  facial
images against his/her individual data
within the subsystem. By associating
this information with the trajectories
observed,  the  location  of  the  re-
gistered  person  is  determined.  This
multi-sensor fusion is  realized using
data processing by the computers in
the control room.

As a next step, the diverse sensory in-
puts of external components have to
be related to the robot’s behaviours.
The coordination of sensory and mo-
toric  inputs at  the preparatory  stage
mostly remains invisible for lay parti-
cipants. During this process and a test
run,  the  experimenters  encountered
different types of technical difficulties
resulting from the  complexity  of  the
whole system and the large quantity
of data on the robot’s environment. In
some  cases,  the  experiment  had  to
pause for an extended period to find
out what was wrong with the system.
Such  situations  were  stressful  and
time-consuming.

Figure 1: Visual representation of the robot localization via GUI
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I  go  back  to  the  “backyard”.  There,
Kuwata and two other researchers contin-
ue with a dry run of the guide robot (type
A).  Watanabe,  a  Master  student  sitting
next to Kuwata, helps him to operate the
robot using the interface for remote con-
trol. In front of both engineers, four com-
puters are running. I can see a bunch of
open windows cluttering up the screens.
Tom, a Canadian colleague,13 monitors at
other computers whether the fusion of fa-
cial  recognition  and  human  tracking  is
working  properly.  They  communicate  in
English, sometimes switching to Japanese
for Oda, who is not good at English. … It
is  more  than  six  hours  since  they  com-
menced their work. They look very tired.
Watanabe, who is waiting for instructions
from the team leader (Kuwata), takes off
his  glasses  to  wipe  his  face.  Out  of  the
blue, Kuwata gives a shout of surprise. He
notices  that  the  visual  representation  of
human trajectories tracked around the ro-
bot  has  disappeared  from  the  displays.
Searching  for  possible  explanations  for
this,  Kuwata  repeats  in  English,  “Why?”
After a thorough investigation of relevant
system  parameters  and  source  codes  in
the compilers, he exclaims with a lost look
on  his  face,  “It’s  working,  but  it’s  not
working.”  In  answer  to  my  question,
Watanabe explains that the data obtained
by the environmental sensors is not being
sent to the computer on board the robot.
“That is strange because that information
is  received by  the other  robot  (the plat-
form truck for  type  C without  the robot
body)14 that  works  with  the  same  pro-
gram.”  …  After  an  approximately  30-
minute struggle with the uncertain origin
of the problem comes a Eureka moment.
Kuwata  calls  out  suddenly  and  starts  to
describe where the blame should be laid.
It  turns  out  that  the  odd  phenomenon
emerges from different time settings. The
clock of the computer that integrates the
information from the laser range finders is
set several seconds earlier than that of the

13 Among the engineers, foreign colleagues
from the  USA,  Europe  and  other  distant
countries  are  usually  addressed  by  their
first  name,  while  Japanese,  Korean  and
Chinese members call each other by their
surnames.  A  person  of  higher  position
(e.g. Kuwata) is spoken to respectfully, by
attaching the Japanese honorific “san” to
his/her  name (Kuwata-san).  “San”,  com-
monly used as a title of respect, is com-
parable  with  the  English  honorifics  Ms.,
Miss, Mrs. or Mr.
14 During  HM’s  field  observations,  the
small robot (type C) often broke down. In
such cases, the electric cart intended as a
means of mobility for the robot was itself
deployed as a robot platform.

robot’s  computer.  Therefore  the  robot
keeps throwing away all  the data of hu-
man  tracking,  evaluating  them  as  previ-
ous, thus irrelevant data. (Field notes)

Sometimes  it  took  several  hours  to
solve  such  problems.  In  extreme
cases,  planned  interaction  experi-
ments  had  to  be  postponed  despite
the  large  amount  of  effort  and  time
invested.  For  both  researchers  and
paid lay participants, this was a waste
of time and resources.

The robot’s different tasks,  including
verbal communication with the inter-
action partner, are predefined and ex-
ecuted based on the action flowchart,
a  software  program  with  diagrams
that represent the sequences of beha-
viours the robot should perform. This
program  enables  the  developers  to
give  the  robot  instructions  without
translating  the  whole  process  into
programming  code.  On  the  chart,
which  consists  of  event  blocks  and
lines connecting them, there are some
decision  points  where  the  robot  (or
the operator) must choose a path to
follow among the  listed alternatives.
The decision is  made in the form of
answers  to  “if/then”  or  “true/false”
statements.  Decisions  are  based  on
relevant  information  from the  envir-
onment.  For  instance,  if  the  value
read  by  the  sensors  indicates  that
someone registered as a target person
is  standing  in  front  of  the  robot,  it
welcomes  him/her  by  name  and/or
says, “Nice to see you again. Do you
remember me?” In the case of a non-
target person or if the target person’s
name  is  not  yet  stored,  the  robot
greets  with  a  simple  “Hello”  before
starting to introduce itself. Behaviours
associated  with  the  interaction  with
humans  are  mostly  realized  in  this
way.  Situations  covered  by  the  pre-
pared flowchart can be handled auto-
matically  by  the  robot  itself  –  it  ex-
ecutes designated behaviours accord-
ing  to  the  algorithmic  patterns  pre-
pared by the engineers.15 When unpre-

15 This  embodies  the  notion  of  the
“Chinese room” proposed by John Searle
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pared situations occur, the human op-
erator  in  the  control  station  takes
over.  S/he  conducts  speech  recogni-
tion and makes the robot provide ap-
propriate  answers.  Responses  to
questions posed by the human parti-
cipants  are  chosen from sample  an-
swers  paired  with  particular  ques-
tions.

In  the  trial,  the  robots  sometimes
confused the lay participants by guid-
ing them in an unexpected direction.
Even  then,  deviations  from  the  pre-
defined  interaction  protocol  were
generally not welcomed. The site su-
pervisor,  Kuwata,  directed  the  test
persons to follow the shopping sug-
gestion offered by the robot, however
incorrect. When the robot led Sakai to
the  wrong  store,  she  was  given  the
explanation  that  the  robot  is  unable
to  distinguish  clearly  between  the
sound of “clothing store” (fukuya) and
that of “bookstore” (honya).

4 Interpretation

When  the  experiments  started,  they
were framed communicatively in two
ways. The researchers had to negoti-
ate  with the shopping mall  manager
for permission to perform the experi-
ments, and the human participants in
the experiments had to be informed in
advance about the experimental pro-
cedures – what they could expect the
robot  to do,  and so on.  The negoti-
ations  with  the  management  were
nearly finished when HM arrived, and
only one meeting could be observed
directly. HM also participated several
times when the group leader, Kuwata,
briefed the two test persons Sakai and
Takagi. Both interactions were struc-
tured by a more or less explicit refer-

in Minds, Brains, and Programs (1980). In
this  thought  experiment,  a  man  in  a
closed room who speaks only English tries
to  converse  with  a  recipient  outside  in
written Chinese.  Simply by following  the
program’s instructions, the English speak-
er  can  give  accurate  answers  without
making sense of them, convincing the re-
cipient  that  he  is  able  to  understand  a
Chinese conversation.

ence to absent third actors: the nego-
tiations with the manager referred to
the  stores  and  their  commercial  in-
terests, to customers and their safety;
the  meetings  with  Sakai  and  Takagi
were determined by reference to the
expectations  of  the  future  audience,
because  the  experiments  were  not
only  experiments  but  also  trial  runs
for the final presentation of the pro-
ject.  With  this  in  mind,  Kuwata  did
not  want  Sakai  and  Takagi  to  act
spontaneously towards the robot. In-
stead, they were requested to follow a
predefined  choreography  consisting
of five steps:

1. The  robot  waits  for  the  target
person (customer) at the entrance;
2. S/he enters the shopping mall;
3. The  robot  detects  him/her  with
reference  to  individual  information
provided by the networked sensors;
4. The robot approaches the target
person and offers him/her shopping
ideas;
5. The target person is accompanied
to  his/her  favoured  destinations  by
the robot.

Regardless of whether or not the ro-
bot’s behaviours fit  this scheme, the
women were asked to proceed to the
next  step  as  if  the  robot  had  func-
tioned  properly.  Even  if  the  robot
misidentified  the  store,  they  should
follow it; although the robot’s speech
recognition  sometimes  mistook
“bookstore”  for “clothing store”,  the
test person was to follow the robot to
the suggested store. We interpret this
instruction  more  as  a  theatre  dir-
ector’s  guidance to an actor than as
information provided to a test subject.
The director wants a perfect perform-
ance on stage  in  front  of  the  public
and the official reviewers of his pro-
ject.

We will now look in more detail at the
problem  described  at  step  3  and  4.
The S-R is set on point zero and has
to compute incoming data and actu-
ate its movements. This phase is not
about acting, it is not about producing
an effect in the sense of ANT or TDA.
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Rather, it is about the robot’s position
in the situation.

4.1 Spatial positioning

The  researchers  seem  to  have  as-
sumed an empty space within which
the position of each thing can be cal-
culated. The S-R thing occupies a cal-
culable position at a particular point
in  time.  If  it  moves,  the  objectified
body of  the  S-R thing will  occupy a
different space at a different point in
time according  to  a  planned traject-
ory. This space should be empty be-
fore  the  robot  body  moves  into  the
particular  position.  “Empty  space”
should  not  be  misunderstood  as  a
philosophical  term:  it  is  simply  a
space that can be occupied by a par-
ticular gestalt at a particular point in
time.  As  such,  “empty  space”  is  a
practical  precondition  of  planning  a
trajectory.

Within the empty space, each position
can be defined by reference to the x/y-
axis and to a measurement using dis-
crete units, which can be infinitely di-
vided  into  discrete  sub-units  (metre,
centimetre,  millimetre,  nanometre,
etc.). This allows each position to be
calculated  more  and  more  precisely
according  to  any  current  practical
purpose. We call this digitally measur-
able space “digital space”. Conceptu-
alizing space in this way allows space
and  spatial  extensions  of  objectified
bodies within it to be measured at a
particular  point  in  time,  for  example
by  infrared  sensors.  The  measured
space can then be transformed into a
map,  which  can  be  compared  to  a
preinstalled map.  If  the maps match
up, the S-R has a calculated position
within digital space. The characterist-
ics of the preinstalled map do not dif-
fer  in  principle  from the  features  of
the measured space around the S-R.
On  the  contrary,  infrared  measure-
ments result in an up-to-date digital-
ized  map.  There  are  two  digitalized
maps  of  space,  which  should  match
up.  In  fact,  differences  between  the
maps are likely to occur, and indicate,

for  example,  that  there is  a  position
defined as empty space on the prein-
stalled map, whereas on the updated
map produced via inputs from the in-
frared sensors this position is defined
as a space occupied by an objectified
body.

Within digital space, the S-R must be
set on point zero to calculate its tra-
jectories  and  behavioural  activities.
Point zero is a space occupied by the
S-R body at that time when it starts. It
is  an  identifiable  point  on  the  two
maps  –  the  preinstalled  map  of  the
shopping mall and the map created in
real time by measuring devices. Point
zero must always be identified before
the robot starts to work. It does not
change; it is fixed and therefore every
change of position can be calculated
with reference to it. Different methods
are used for this, such as odometry or
particle filtering. In odometry, the re-
volutions  of  the  wheels  are  counted
and the angle of turns measured if the
direction changes. The moving robot
is always related back to point zero by
a  chain  of calculations. This  allows
the robot’s position to be approxim-
ately  estimated  on  the  preinstalled
map at any point in time. This method
of  orientation  is  counterchecked  by
renewed  infrared  measurements  and
probability  calculus  through  particle
filtering, enabling data to be provided
for  an  ongoing  match  between  the
two maps. For the robot’s position to
be  estimated  uninterruptedly,  the
matching  between  maps  has  to  be
continuous. If it fails, the S-R’s posi-
tioning breaks down and it  becomes
lost in an empty space.

Particle filtering displays most clearly
what we identify as the crucial prin-
ciple of positioning the robot. It pro-
duces a set of parameters by different
measurements (distance to wall, angle
to  wall,  velocity,  etc.),  uses  them to
calculate  possible  positions,  and
refers to these sets of calculated posi-
tions to estimate a most likely posi-
tion at a particular point in time. Here
calculation  takes  a  recursive  loop,
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culminating  in  a  probable  position.
The  recursiveness  of  calculation  be-
comes even more complicated if  the
calculation is carried out for different
points in time, ordered along the dis-
tinction  previously/later.  Using  n-re-
cursive loops of calculations of calcu-
lations of calculations, a trajectory of
the S-R is calculated.

However,  this  form of  positioning is
not the only one possible. If we look
at how Kuwata describes the experi-
ments to Sakai and Takagi, position-
ing  seems  to  function  quite  differ-
ently:

“On your right, there is a narrow corridor.
Starting from that spot near the mirrored
column, the robot will  head towards the
corridor.  Then you should  just  walk  be-
hind it at a little distance. At the end of the
corridor, it turns right to reach the goal.”
… While taking facial images of one lady
(Sakai), Antonis, an engineer from Cyprus,
stands next to her and points to the exact
spot  where  she  should  stand.  Sakai  is
asked to look diagonally into the camera
placed on her left. (Field notes)

If we compare this form of positioning
to recursive calculation, it seems to be
very  simple.  What  are  the  precondi-
tions  of  this  simplicity?  Kuwata  ad-
dresses  Sakai  with  “on  your  right”.
Using  the  difference  between  right
and left, Kuwata refers to a body that
defines  its  own  position.  From  a
“here”  directed  to  the  front,  a  body
can distinguish between right and left.
This form of self-positioning must be
presupposed for the words “on your
right” to make sense. Kuwata recog-
nizes that left and right have a differ-
ent meaning if the distinction is actu-
ated from a different “here”.  Kuwata
must  take  Sakai’s  “here position”  in
order to say “on your right”. The posi-
tion of each body is thus determined
by itself. And it demands some effort
to take the position of the other or to
treat  each  position  as  interchange-
able.

Obviously, Kuwata and Sakai assume
that they all, including Antonis, share
a common space around them. This is
corroborated  by  the  way  Antonis

refers  to  Sakai.  He  simply  points  to
the  position  “where  she  should
stand”.  The space  around them is  a
social space – a space common to all
participants.  How  should  we  make
sense of this social space? Here a dif-
ficult  decision  must  be  taken.  We
might  assume  that  calculable  math-
ematical space is common to all  be-
ings, but if this were true, social space
would  not  be  structured  by  being
centred around different “here”s.  In-
stead,  centredness  would  be  erased
from social  space.  Our  data  give  no
indication that this conclusion is pos-
sible. The situation we have described
seems  to  be  determined  by  the  fact
that there is a common space within
which  different  centres,  different
“here”s, exist.

To make sense of this, we refer to the
analysis of space offered by Hermann
Schmitz,  in particular his analysis of
the spatial structure of the pain exper-
ience  (1964:  183-216).  In  an intense
pain experience, the perception of the
environment  breaks  down.  There  is
only  a  living  body  experiencing  its
pain here and now, which stands out
from  an  undifferentiated  space
around it. This spatio-temporal point
is  not  defined  by  relation  to  other
points,  which  is  why  Schmitz  de-
scribes  it  as  an  absolute  spatio-
temporal  positioning.  This  accords
with other phenomenological charac-
terizations  of  the  here/now.  The
here/now  indicates  a  reflexive  self-
positioning.  It  is  not  self-conscious-
ness that  is  at  stake,  but simply the
phenomenon  of  self-positioning.
What  is  particular  about  Schmitz’s
analysis  is  that  he  relates  the  phe-
nomenon  of  self-positioning  to  the
phenomenon  of  an
unstructured  space  from  which  the
self  as  a  living  body  stands  out.
“Here”  stands  out  from an  unstruc-
tured  space,  which  can  be  experi-
enced  as  a  space  common  to  each
living  body.  The  common  space  is
unstructured  and  has  to  be  set  up
from each centre (living body) by es-
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tablishing directions like front, back-
wards, right, left, above, or below.

4.2 Spatio-temporal positioning

The  difference  between  a  position
defined by recursive calculation and a
reflexive  self-positioning  from  which
directions  are  set  up  becomes  even
more obvious if we take time into ac-
count. To become calculable, time too
must  be  brought  into  a  measurable
form. The basic features of this pro-
cess have been described by Norbert
Elias  (1992:  46–47).  He  understands
time as a functionally tripolar relation
between humans who link two series
of  discrete  events  with  each  other.
One of these series is supposed to be
the standard series, and functions as
a  framework  for  defining  the  other
series of events. At present, the atom-
ic  clock,  which  refers  to  nuclear
events, is considered to be the stand-
ard  series  of  events.  It  enables  dis-
crete  points  to  be  defined  one  after
the  other,  measurable  as  nano-
seconds or even smaller units. Due to
the form of  measurement,  we call  it
“digital time”.

The series of discrete units is given an
index  of  previously/later.  Events  de-
termined according to this measure of
time are  thus  defined  by  their  posi-
tions relative  to each other.  Relative
positions are more or less stable. To
give an example: On 12 February 1913
at 14:15, Agathe Meyer had a heart at-
tack.  On 13 February 1913 at  09:21,
Agathe Meyer died. The order of previ-
ously/later  does  not  change.  On  15
February 2013, the events are still in
the  same  order  of  earlier  and  later.
What  is  now earlier  in  relation  to  a
later event will still be earlier tomor-
row.  This  distinguishes  measured
time  from  the  difference  we  experi-
ence  between  past,  present  and  fu-
ture: there, what is a future event now
will have become an event in the past
tomorrow.16 Time  here  indicates  a

16 For the distinction between these two
aspects  of  time,  see  McTaggart  (1908).
Schmitz offers an insightful discussion of

modal difference with reference to an
actual present. There seems to be no
way out of one’s actual present. The
experience  of  pain  exemplifies  this
well.

The S-R system bug described in the
field notes is an indication what hap-
pens  if  the  difference  between
present, past and future is simulated
within the framework of digital time.
Within the realm of recursive calcula-
tion there is no present. Presently in-
coming  sensory  inputs  are  not  in-
cluded in the calculation of the situ-
ation  if  there  is  no  match  between
two measured series of previously and
later.  The  series  implemented in  the
system  of  the  robot  confronts  the
series  implemented  into  the  sensory
system gathering data from the envir-
onment. The sensory system delivers
data which are some seconds earlier
than the measured time of the robot
system. Data from 13:45:44 are irrel-
evant  for  calculating  the  robot’s  ac-
tion at 13:45:46.

The robot works on the basis of digit-
al  space/time  and  recursive  calcula-
tion.  Its  position  is  defined  in  time
and space by matches of 1) digitalized
spaces and maps, and 2) different di-
gitalized  time  series.  If  there  is  no
match,  the  robot  is  lost  in  empty
space and time without positioning or
orientation.

5 Conclusion and discussion

S-Rs are both similar to and different
from social actors. They are similar in
that robots and social actors are ob-
jectified bodies, which can be identi-
fied and referred to in spatio-temporal
experience and in  digital  space/time.
But a S-R differs from a social actor
regarding  its  ways  of  existence  in
space and time. Being a social  actor
requires, for example, taking the posi-
tion  of  another,  the  precondition  of
which is that an entity is able to ac-
complish  self-positioning.  As  is  well

McTaggart’s  idea  that  time  is  unreal
(Schmitz 1980: 476–479).
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known in pragmatist and phenomen-
ological  traditions,  taking one’s  own
position means acting from a centre,
which is understood as “now” (Mead)
or  “here/now”  (Plessner,  Schmitz).
Mead’s concept of “specious present”
was coined to show that each living
being organizes its own temporal or-
der of past and future from its actual
present  (Mead  1932).  This  is  how a
self  positions  itself  temporally.  It  is
the precondition for taking the posi-
tion of the other. Similarly, in a phe-
nomenological  tradition  time  and
space play a crucial role. The theory
of ex-centric positionality refers to a
form  of  reflexive  self-positioning,
whereby a living body actively occu-
pies presently a particular spatial pos-
ition and as such stands out from an
undifferentiated  spatial  background.
This  spatio-temporal  self-positioning
is the point of reference from which
living bodies seem to set up their dir-
ections into a space shared by other
living bodies as well. Ex-centric posi-
tionality  is  described  as  a  reflexive
loop, enabling this absolute self-local-
ization to be relativized and thus the
position  of  the  other  and  of  third
parties to be taken up.

Whether  we  refer  to  Mead  or  to
Schmitz  and Plessner,  each of  these
models  assumes  that  there  must  be
some form of  reflexive  self-position-
ing  as  a  precondition  for  taking  the
position of the other.  That this form
of  self-reflexive  positioning  exists  is
corroborated by our data. Robots ap-
parently  exist  in  a  differently  con-
structed time/space – a time without
present and a space without centres,
without  spontaneous  directions,  and
without  the  possibility  of  taking  the
position of the other. Within this di-
gital  space/time,  it  is  an  extremely
complicated  mathematical  enterprise
to  position  any  kind  of  body  con-
cretely. Each body is only an objecti-
fied body, the position of which has to
be calculated for particular points in
time.  Such  bodies  do  not  occupy  a
particular  space  by  themselves.  In-

stead, their position has to be calcu-
lated externally.

If  these  bodies  appear  in  the  space
common  to  living  bodies,  they  may
spontaneously  be  treated  as  social
actors by living bodies.  Although we
did not present them here, there are
interaction  sequences  involving  lay
people in our data that support this.
Nevertheless,  the  engineers,  at  least
among themselves,  never  refer  to S-
Rs as social actors. They seem quite
aware of the fact that their creatures
lack  some  crucial  characteristics  of
what it  is that makes a social  actor.
Thus the observed practices of social
robotics  are characterized by a  two-
fold reality: lay people may occasion-
ally  ascribe  some  features  of  social
actors to S-Rs, whereas for the engin-
eering experts S-Rs are nothing but a
technical system, the agency of which
is  an  engineered  construction.  This
second reality is the main subject of
our article.

To  improve  the  simulation  of  social
interaction,  the  problem  of  spa-
tio-temporal  positioning  has  to  be
solved.  We  assume  there  are  two
technical solutions. The first would be
generating learning automata that can
position themselves reflexively and in-
teract  spontaneously  with  a  real-
world  environment  including  a
centred space. The development of a
radically new engineering approach to
manage  the  paradoxes  of  self-posi-
tioning  and  self-reflexivity  would  be
crucial  to  this  alternative.  Biologic-
ally-inspired  robotics  may  have  po-
tential  for  such a breakthrough. The
second possibility would be for robot-
ics  to  drop  the  idea  of  constructing
artificial social agency, and try instead
to make maximal use of recursive cal-
culation  and/or  ambient  intelligence.
Learning automata whose operations
are  based  on  recursive  calculations
already  exist.  Good  examples  are
autonomous  vacuum  cleaners  that
can  construct  a  map  of  a  limited
space and localize themselves within
it. The reach of such robots could be
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extended by taking full  advantage of
ambient  intelligence.  This  would  im-
ply a constant monitoring of a larger
space.  In  places  where  S-Rs  would
work, each moving or movable body
(humans, rats or tables) must be con-
tinuously  observed and their  relative
positions  calculated.  The  more  pre-
cisely  all  the  bodies  involved  are
traced, the easier it will become for S-
Rs to simulate spontaneous actions of
bodies  that  position  themselves  re-
flexively.

The  first  solution  relies  on  further
technological, especially mathematic-
al,  innovations,  which  could  lead  to
less  controllable  machines.  The
second solution requires more effect-
ive high-performance computing, able
to handle the enormous amounts of
data emerging from seamless surveil-
lance  of  bodies  of  all  kinds.  This
second solution is probably easier to
achieve  and  it  is  more  compatible
with streamlining social agency within
a calculable digital space-time. How-
ever, it is a scenario likely to increase
the risk of a surveillance society. How
would  lay  users  feel  about  an
autonomous  black  box  whose  func-
tioning  is  predicated  on  continuous
surveillance? If  such a  technology is
deployed  in  public  and/or  private
spaces, it may be used for spying on
personal  information.  Introducing  S-
Rs into everyday life will therefore re-
quire new kinds of legal regulations,
in order to prevent an invasion of pri-
vacy by the misuse of robotic techno-
logy.
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