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Abstract
An objective evaluation of binaural noise reduction algo-
rithms allows for directly comparing the performance of
different algorithm realizations. Here, a binaural speech in-
telligibility model (BSIM), which mimics the effective bi-
naural processing of a human listeners, is used to predict
the performance of the binaural minimum-variance distor-
tionless response beamformer with partial noise estimation
(BMVDR-N), which aims at preserving the speech compo-
nent in a reference microphone and a scaled version of the
noise component. The BMVDR-N beamformer is evalua-
ted with respect to a predicted change in SRT depending on
the parameter η, which controls a trade-off between noise
reduction and binaural cue preservation of the noise com-
ponent. The results show that BSIM benefits from the pre-
served binaural cues suggesting that the BMVDR-N beam-
former can improve the spatial quality of a scene without
affecting speech intelligibility.

1 Introduction
In everyday life, human listeners have to deal with complex
acoustic scenarios, with multiple interfering sources loca-
ted at different places in the surrounding. Binaural informa-
tion is especially useful in these situations, because interau-
ral time differences (ITD) and interaural level differences
(ILD) can be used by the human binaural auditory system
to separate the target from interfering sources. Two mecha-
nism are thought to play a role in binaural processing: first,
listening with the ear, which has a favorable signal-to-noise
ratio (SNR), which is often referred to as better-ear liste-
ning and second, binaural unmasking, where the binaural
system uses interaural disparities between target and inter-
fering source to effectively enhance the SNR.
Hearing impaired listeners are often provided with hearing
aids, which use the interaural differences in the signals pic-
ked up by the microphones to perform spatial filtering (i.e.
beamforming) in order to improve the SNR. In this study,
the binaural minimum-variance distortion-less response (BM-
VDR) [1] beamformer is considered, which minimizes the
output power, while the target-speech is not distorted. In
this case, the interaural parameters of the background noise
are discarded and it is perceived as coming from the target-
speech direction. An extension of the BMVDR beamformer
is the BMVDR-N beamformer, which combines the classi-
cal approach with a partial noise estimation [2], which com-
bines the classical BMVDR approach with a partial noise
estimation. Here, a portion of the noisy input signal is ad-
ded to the processed signal in order to partially preserve
the binaural cues of the background noise at the cost of
noise reduction performance and thereby improve the spa-
tial impression of the scene. However, the SNR impro-
vement is limited by the amount of added noise and, the-
refore, objective measures, like the intelligibility-weighted

Figure 1: Speech intelligibility predictions were obtained
for speech coming from 0◦ in the horizontal plane in
non-stationary diffuse noise (left panel) and for speech in
coherent stationary noise located either at −45◦ or 90◦ in
the horizontal plane (right panel).

SNR (iSNR), predict decreased performance. If human bi-
naural processing is taken into account, the added noise
not necessarily leads to a worse performance. The binau-
ral system might be very well able to benefit from the noise
portion: On the one hand, it improves the spatial impres-
sion of the processed signal, which might improve the per-
ceptual segregation of target from the interfering signal;
on the other hand, the additional noise might be suppres-
sed by the human binaural noise reduction by exploiting
differences in ITD and ILD between speech and noise [3,
4].
In order to investigate interaction between noise reduction
and partial noise estimation performed by the BMVDR-N
beamformer and the human auditory processing on speech
reception thresholds (SRTs), a binaural speech intelligibi-
lity model (BSIM) [5] is used, where effective binaural pro-
cessing using the equalization-cancellation (EC) mechanism
[6] is combined with the speech intelligibility index (SII)
[7]. It is hypothesized that human binaural processing be-
nefits from the cues provided by the partial noise estimate
in the BMVDR-N beamformer and thus the reduced SNR is
partially compensated for. Moreover, BSIM is used to esti-
mate the bestfitting trade-off parameter for both coherent as
well as diffuse noise sources. The results obtained via mo-
del predictions can also be used to condense the parameters,
which should be tested in listening experiments.

2 BMVDR-N beamformer and acou-
stic scenario

The BMVDR beamformer aims at minimizing the noise
output power (minimum variance), while leaving the target
direction undistorted (distortionless response). As a con-
sequence of this processing, the spatial characteristics of
the noise are destroyed, such that the binaural cues of the
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signal, which is presented to a listener, are the same for tar-
get signal and noise. Therefore, differences in the binaural
cues of speech and noise are not available to the listener
and thus, the noise component is perceived as coming from
the same direction as the target source. In order to over-
come this restriction, the BMVDR beamformer with partial
noise estimation (BMVDR-N) was proposed, where a por-
tion of the unprocessed input signal is mixed with the BM-
VDR beamformer output. By doing so, the spatial impres-
sion of the scenario can be better preserved than in the BM-
VDR beamformer. This trade off between noise reduction
and binaural cue preservation is controlled by the parameter
0 ≤ η ≤ 1, where for η = 0 the output is the BMVDR be-
amformer and for η = 1 the output equals the unprocessed
input signal. In this study, the effect of the trade-off para-
meter η on predicted SRTs is investigated for two scenarios,
which are schematically shown in 1: In the first scenario,
a spatially diffuse and temporally non-stationary noise was
considered, which was the recording of the ambient noise
in a cafeteria with a T60 ≈ 1250ms [8]. In the second sce-
nario, a spatially coherent and temporally stationary noise
with the same long-term spectrum as the speech material
was used. The spatially coherent noise was either located
at −45◦ or 90◦ in the horizontal plane. In both tested sce-
narios, sentences from the Oldenburg sentence test in noise
(OlSa) [9–11] were used as target speech material coming
from the frontal direction. The BMVDR and BMVDR-N
were implemented assuming a cylindric isotropic (diffuse)
noise field, where the needed spatial coherence matrix was
calculated as in [2] using the measured anechoic impulse
responses from hearing aids mounted to a dummy head [8].
To steer the beamformers towards the frontal direction, the
corresponding anechoic impulse responses from the same
database were used. All signals were processed in the short-
time frequency domain using a frame length of 16 ms with
50% overlap and a square-root Hann window. The sampling
rate was 16 kHz. For speech intelligibility predictions, all
signals were re-sampled to 44.1 kHz.

3 Binaural speech intelligibility model
- BSIM

The general framework of the binaural speech intelligibility
model (BSIM) including the tested scenario is shown in Fi-
gure 2. After the device signal processing (cf. Section 2),
the left and right ear signal are fed to the BSIM model. In
a first stage, a gammatone filterbank [12] consisting of 30,
one ERB [13] wide filters, ranging from 146 to 8346 Hz is
applied in order to simulate the frequency selectivity of the
basilar membrane. The binaural processing stage is realized
as equalization-cancellation (EC) process [6], which is app-
lied in each frequency band independently. This EC process
equalizes the left and right ear signal in time and level (equa-
lization step). Then, the left ear signal is subtracted from the
right ear signal (or vice versa). The parameters for equaliza-
tion are optimized in order to maximize the SNR of the EC
processed signal. It can be interpreted as beamformer steer-
ing a null into the direction of the interfering noise. Howe-
ver, the EC-process cannot be assumed as perfect operation
and, therefore, uncertainties in level (εL,R) and time (δL,R)
for the left and right ear are incorporated mirroring inhe-
rent processing inaccuracies of the human binaural system.
These processing errors are assumed to be normally distri-
buted random variables, which are defined by zero mean
and standard deviations σδ and σε. The standard deviation

of the normally distributed processing errors is given by

σε=σε0

[
1+(

|α|

α0
)p
]
, (1)

and

σδ=σδ0

[
1+
|Δ|
Δ0

]
, (2)

with σε0 = 1.5dB, α0 = 15dB, p = 1.6, σδ0 = 65μs and
Δ0 = 1.6ms [14]. These equations state that the standard
deviation of level and delay errors increases with increasing
time or level differences between both ears. The intensity
of the EC processed speech in a single gammatone filter is
obtained according to

I(SEC(Ω))=
∫ Ω+β/2

Ω−β/2
|eγ/2+εL+jω(τ/2+δL)SL(ω)

−e−γ/2+εR−jω(τ/2−δR)SR(ω)|
2dω, (3)

where I(SEC) is the band limited intensity of the speech
signal after EC processing, Ω denotes the center frequency
of a gammatone filter and β its bandwidth. S{L/R}(ω) de-
notes the frequency domain representation of the speech
signal of the left and right ear, respectively. γ and τ are
the EC parameters in level and time in order to maximize
the SNR, which are jittered by the binaural inaccuracies ε
and δ and applied symmetrically to the left and right ear. By
applying

|x−y|2= |x|2+|y|2−2ℜ(xy∗), (4)

the EC output is obtained with respect to the expected values
of the uncertainties in level and time according to

<I(SEC(Ω))>εL,εR,δL,δR=

e2σ2
εeγI(SL(Ω))

+e2σ2
εe−γI(SR(Ω))

−2eσ
2
ε ·ℜ

(∫ Ω+β/2

Ω−β/2
SL(ω)S

∗
R(ω)e

−ω2σ2
δejωτdω

)
, (5)

where I(S{L,R}) denotes the intensity of the speech in the
left and right gammatone filter, ∗ denotes the complex con-
jugate and e2σ2

ε and e−ω
2σ2 denote the expected values of

the binaural processing inaccuracies. The same equation
is applied to the noise component in order to obtain the
band limited intensity of the noise after EC processing. For
frequencies above 1500 Hz, the ear providing the higher
SNR is considered for further processing, because better-
ear listening dominates binaural hearing. This is also in
line with the duplex theory of sound localization, which
states that ITD information dominates localization below
1500 Hz, while ILD information provides a stronger cue
at frequencies above 1500 Hz due to head shadow effects
[15]. For each frequency band, the SNR is computed for
the left, right and the binaurally processed signals. The best
SNR is then fed to the SII [7], which converts frequency
dependent SNRs into a value between 0 and 1. This value
needs to be fitted to a reference condition, which usually
is a scenario with co-located speech and noise sources. In
the tested scenarios, the BMVDR processed signal served
as reference condition, because the relative change in SRT
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Figure 2: General processing scheme of the signal processing of BSIM. First, the speech and noise signals are processed
with a signal processing device, which is the binaural MVDR-N here. Then the model processing begins: The incoming
signal is decomposed into 30 frequency bands ranging from 146 to 8346 Hz. In each frequency band, the EC mechanism
is applied to model the effective binaural processing below 1500 Hz. As a consequence of the binaural processing
inaccuracies, better ear listening plays a dominant role above 1500 Hz. In the end, the SII is applied, which converts
frequency dependent SNRs into a value between 0 and 1.

with increasing η was of interest. In the SII, the SNRs are
weighted according to the human speech perception. The
BSIM can be applied in two modes: a long-term mode,
where the whole signal is considered as a single time frame.
This method can be used for temporally stationary maskers
in spatially stationary scenarios. The short-term mode uses
time frames of 23 ms with 50% overlap leading to an ef-
fective window length of approx. 12 ms, which is similar to
the frequency independent time window used in short-time
SII proposed by [16]. This version should be used for non-
stationary maskers. The BSIM model has been shown to
provide very good predictions for SRTs obtained in various
acoustic conditions and for listeners with normal hearing
and hearing impairment [5, 17, 18].

4 Results
In this section, BSIM predictions of the BMVDR beamfor-
mer processed signals are presented for the spatially inco-
herent, temporally instationary noise (Section 4.1) and for
the spatially coherent, temporally stationary noise (Section
4.2).

4.1 Predictions forBMVDR-Nprocessed speech
in diffuse noise

In Figure 3, the predicted change in SRT is shown as a
function of η ranging from 0 (BMVDR) to 1 (unproces-
sed) in steps of 0.05. Additionally, the results obtained for
the BMVDRopt is shown, which artificially combines the
BMVDR solution with a perfect preservation of the binau-
ral cues. The BMVDRopt processed signal is obtained by
adjusting the global SNR of the unprocessed signal to the
SNR at the output of the BMVDR beamformer. Moreover,
predictions for a frequency dependent and psychoacousti-
cally motivated boundary of the magnitude-squared cohe-
rence (MSC) are shown, which
were proposed in [19]. With increasingη, the predicted SRT
is slightly improved up to an η of 0.2, but then decreases
linearly (on a dB axis) with increasing η until approxima-
tely -3 dB for the unprocessed signal (or an η equal to 1).
Note, that the short-time version of BSIM was used. The re-
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Figure 3: Predicted change in speech reception threshold
(SRT) relative to the BMVDR solution for values of η
ranging from 0 to 1. All results were obtained for speech
in ambient cafeteria noise, which can be considered as
temporally non-stationary and diffuse.

sults of the simulations suggest that the trade-off parameter
η can be increased up to 0.6 without loosing performance
in predicted SRTs, even though the output SNR gets worse.
The largest improvement in the range of 3 dB in SRT was
obtained with the BMVDRopt. For the MSC boundaries of
MSC0.36 almost the same SRT as for the BMVDR proces-
sed signal is predicted. For a MSC boundary of MSC0.04,
SRT get worse by approximately 1.5 dB. As these relative
changes are only simulations, the result was compared to
data collected by [20], where listening experiments were
performed for a subset of the tested parameters, namely the
BMVDR, the BMVDRopt, the unprocessed signal and for
the fixed MSC boundaries of 0.04 and 0.36. In Figure 4,
the predicted SRTs are shown along with the SRTs measu-
red for 15 listeners with normal hearing. The unprocessed
signal was used for model calibration and fits the median
across the 15 listeners. Predictions of BSIM were compared
to measured data based on the coefficient of determination
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predicted SRTs by BSIM.

0 0.2 0.4 0.6 0.8 1
BMVDR-N Parameter 

0

0.5

1

1.5

2

2.5

3

3.5

4

S
R

T 
Im

pr
ov

em
en

t r
el

. B
M

V
D

R
 S

ol
ut

io
n 

in
 d

B

Predictions for Speech in Interfering Noise @ -45°

BMVDR-N
BMVDRopt
BMVDRMSC 004
BMVDRMSC 036

Figure 5: Predicted change in speech reception threshold
(SRT) relative to the BMVDR solution for values of η
ranging from 0 to 1. All results were obtained for speech in
speech-shaped noise, which can be considered as spatially
coherent and stationary. The interferer was located at 90◦
in the horizontal plane.

R2 and the root mean square error (RMSE) between the me-
dian SRTs and predicted SRTs. AnR2=0.81 was obtained,
while the root mean square error (RMSE) was below 1 dB
(RMSE = 0.79 dB). In summary, the predictions obtained
for those scenarios, which were also used for listening ex-
periments, suggest that BSIM can be used to predict SRTs
for processed speech and, therefore, for comparing different
binaural beamforming algorithms.

4.2 Predictions forBMVDR-Nprocessed speech
in spatially coherent noise

In Figure 5, the relative change of the SRT in dB is shown as
a function of the trade-off parameter η for a coherent noise
source at 90◦, while speech again is coming from the fron-
tal direction. In this condition, the SRT achieved using the
unprocessed signal or the BMVDR processed signal are ne-
arly identical. This was expected, as the EC process or Null
steering beamformer of BSIM can effectively cancel the co-
herent noise source. The SRT is improved up to 2 dB for an
η=0.4. If η is further increased, SRTs tend to decrease. For

a spatially coherent and temporally stationary noise source
at 90◦, the BMVDR-N beamformer with an η of 0.4 pro-
vides the best predicted SRT. Besides the interferer at 90◦
also an interfering noise at −45◦ was tested. The predicti-
ons are shown in Figure 6. In this scenario, the predicted

0 0.2 0.4 0.6 0.8 1
BMVDR-N Parameter 

0

0.5

1

1.5

2

2.5

3

3.5

S
R

T 
Im

pr
ov

em
en

t r
el

. B
M

V
D

R
 S

ol
ut

io
n 

in
 d

B

Predictions for Speech in Interfering Noise @ 90°

BMVDR-N
BMVDRopt
BMVDRMSC 004
BMVDRMSC 036

Figure 6: Predicted change in speech reception threshold
(SRT) relative to the BMVDR solution for values of η
ranging from 0 to 1. All results were obtained for speech in
speech-shaped noise, which can be considered as spatially
coherent and stationary. The interferer was located at−45◦
in the horizontal plane.

SRT for the unprocessed signal is approx. 3 dB lower (i.e.
better) than for the BMVDR processed signal. The effects
observed in Figure 5 and Figure 6 are a result of the dif-
ferent restrictions of the EC process and the BMVDR be-
amformer. While the BMVDR is restricted to the distor-
tionless response, this is not the case for the EC process,
which allows for a distortion of the speech component. If
the BMVDR-N is applied, the predicted SRTs are decrea-
sed up to an η = 0.65, where the lowest predicted SRT is
obtained. In this special case, the BMVDRopt is not the
best, as the predicted SRT for the BMVDR processed sig-
nal is worse than for the unprocessed signal. Also note that
the BMVDR beamformer is explicitly implemented for dif-
fuse noise fields. Therefore, binaural beamformer designed
for coherent noise sources, for example the binaural linear
constraint minimum variance (BLCMV) beamformer [21]
can be expected to achieve a higher performance.

5 Conclusion
In this study it was shown that a binaural speech intelligi-
bility model can be used to evaluate the performance of a
binaural beamformer. It has the advantage of taking the ef-
fective human binaural processing into account. The effect
of different values of the trade-off parameter η on predicted
SRTs was investigated for two acoustic scenarios, where an
temporally non-stationary and diffuse noise was used in the
first scenario and a spatially coherent and temporally stati-
onary noise in the second scenario. In summary, η can be
chosen to be in the range of 0.2 to 0.6 without substantially
increasing SRTs in the diffuse noise scenario. In the cohe-
rent noise scenario, predictions suggest to apply an η of 0.6,
because predicted SRTs are substantially reduced compared
to the BMVDR processed signal. However, it is important
to note that the BMVDR is explicitly implemented for dif-
fuse noise fields.
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