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## Abstract

As software systems grow more complex, there is a growing need for design concepts that facilitate an intuitive overview of a system. This is usually achieved through visual modeling techniques. Graph transformation systems are an established visual modeling approach, modeling systems as graphs. Structural properties of the graphs can be expressed by nested conditions as described by (Habel and Pennemann, 2009). However, nested conditions are not expressive enough to formulate non-local properties often encountered in real-world problems, like the existence of arbitrarylength paths, connectedness or circle-freeness.

We thus propose $\mathrm{HR}^{*}$ conditions, an extension to nested conditions. $\mathrm{HR}^{*}$ conditions are enriched with hyperedges, which are then replaced by graphs according to a hyperedge replacement system. The expressiveness of $\mathrm{HR}^{*}$ conditions lies between counting monadic second-order logic and second-order logic. Several variants of $\mathrm{HR}^{*}$ conditions are introduced and their respective advantages and disadvantages are discussed.

The correctness of a specification, i.e. a triple of graph program, pre- and postcondition in the form of $\mathrm{HR}^{*}$ conditions, can be checked. Basic transformations are used on the graph program and the postcondition to generate a weakest precondition. This can then be compared with the original precondition to check the correctness of the specification.
HR* conditions are applied to the problem of instance generation for UML metamodels with OCL constraints. The meta-model's type graph can be transformed into a graph grammar, as shown e.g. in (K. Ehrig et al., 2009). Essential OCL constraints belonging to the type graph are transformed into $\mathrm{HR}^{*}$ conditions. Using $\mathrm{HR}^{*}$ conditions enables the translation of OCL constraints that go beyond first-order. The conditions are then transformed into application conditions for the graph grammar's rules. This ensures that the grammar only generates instances which satisfy the OCL constraints. The grammar-based approach enables the simple generation of a large number of instances.

## Zusammenfassung

Die steigende Komplexität von Software-Systemen bedingt einen steigenden Bedarf an Designkonzepten, die einen intuitiven Überblick auf das System erlauben. Dies wird üblicherweise durch visuelle Modellierungstechniken erreicht. Einen solchen Ansatz liefern Graphtransformationssysteme, die Systeme durch Graphen modellieren. Strukturelle Eigenschaften des Systems können durch geschachtelte Graphbedingungen, wie in (Habel und Pennemann, 2009) gezeigt, beschrieben werden. Die Ausdruckskraft geschachtelter Graphbedingungen reicht jedoch nicht zur Beschreibung nichtlokaler Eigenschaften aus, wie sie in praktischen Anwendungen häufig zu finden sind. Beispielsweise ist es nicht möglich, Eigenschaften wie die Existenz beliebig langer Pfade, Verbundenheit oder Kreisfreiheit mit geschachtelten Graphbedingungen auszudrücken.

Diese Arbeit führt HR*-Bedingungen ein, eine Erweiterung von geschachtelten Graphbedingungen. $\mathrm{HR}^{*}$-Bedingungen sind mit Hyperkanten angereichert, die anhand eines Hyperkantenersetzungssystems durch Graphen ersetzt werden. Die Ausdruckskraft von $\mathrm{HR}^{*}$-Bedingungen liegt zwischen Counting Monadic Second-OrderLogik und Second-Order-Logik. Verschiedene Varianten von HR*-Bedingungen werden vorgestellt und ihre Vor- und Nachteile diskutiert.
Die Korrektheit einer Spezifikation, d.h. eines Tripels aus einem Graphprogramm sowie Vor- und Nachbedingung in Form von HR*-Bedingungen, kann geprüft werden. Dazu wird aus Nachbedingung und Graphprogramm durch grundlegende Transformationen eine schwächste Vorbedingung erzeugt. Diese kann dann mit der ursprünglichen Vorbedingung verglichen werden, um die Korrektheit der Spezifikation zu prüfen.

HR *-Bedingungen werden auf das Problem der Erzeugung von Instanzen von UMLMetamodellen mit OCL-Constraints angewandt. Der Typgraph des Metamodells kann in eine Graphgrammatik umgewandelt werden, wie beispielsweise in (K. Ehrig u. a., 2009) gezeigt. Die zum Typgraphen gehörigen Essential OCL-Constraints werden zu HR$^{*}$-Bedingungen transformiert. Die Benutzung von $\mathrm{HR}^{*}$-Bedingungen ermöglicht dabei das Ausdrücken von OCL-Constraints jenseits von First-Order-Logik. Mit Hilfe der eingeführten grundlegenden Transformationen werden die HR*-Bedingungen anschließend in Anwendungsbedingungen für die Graphgrammatik umgewandelt. So wird sichergestellt, dass alle von der Grammatik erzeugten Graphen den OCLConstraints genügen. Die Verwendung einer solchen Grammatik ermöglicht die einfache Erzeugung von Instanzen des Metamodells.
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## Chapter

## Introduction

As soft- and hardware grow in size and complexity, visual modeling techniques that give an intuitive overview of a system are more and more important. Moreover, with the increasing reliance on hard- and software systems in safety- and security-critical areas, there is also a growing need for the verification of these systems. Therefore, it is desirable to combine visual modeling with formal verification.
The approach taken in this PhD thesis is to model the states of a system with graphs. Graphs are a well-known and established representation for the visualization of relations between a set of elements. The dynamics of a system are modeled using graph transformation rules (H. Ehrig, K. Ehrig, Prange, et al., 2006). Graph transformation has many application areas in software engineering and in the design of structure-changing or distributed systems.

Structural properties of a system are traditionally described using textual logical formulas. This work focuses on a more visual notation to describe these properties. In (Habel and Pennemann, 2009), structural properties are described visually by nested conditions, equivalent to first-order logic on graphs. Nested graph conditions are expressively equivalent to first-order graph formulas and can express local properties in the sense of (Gaifman, 1982). However, there are many interesting non-local graph properties like the existence of an arbitrary-length path between two nodes, connectedness or circle-freeness of the graph.
We propose $\mathrm{HR}^{*}$ conditions, an extension to nested conditions that facilitates the formulation of such properties in a visual way. $\mathrm{HR}^{*}$ conditions use hyperedge replacement systems to describe recurring structures of arbitrary size, like paths or circles. Since $\mathrm{HR}^{*}$ conditions can express such non-local properties, they are clearly more expressive than nested conditions. We will show in this PhD thesis that HR* conditions can express any counting monadic second-order property.
HR* conditions can be used together with graph programs to build graph specifications with pre- and postconditions in the form of a Hoare triple. Our goal is to check the correctness of such specifications, i.e. whether for all graphs that satisfy the precondition, any graph that results from application of the program satisfies the postcondition. Following the approach of (Dijkstra, 1976), we transform the postcondition into a weakest
precondition. We can then check whether the original precondition implies the weakest precondition.


Figure 1.1: Correctness relative to $\mathrm{HR}^{*}$ conditions
$\mathrm{HR}^{*}$ conditions fulfill a double role as general constraints for graphs and application conditions for graph transformation rules. The basic transformations used to calculate weakest preconditions also serve to transform constraints into application conditions and vice versa. This enables us to transform e.g. a postcondition into an application condition for a rule, ensuring that the rule can only be applied to a graph if the result satisfies the postcondition.
Graph transformation has many applications in the area of software engineering. In this thesis, we use graph grammars and $\mathrm{HR}^{*}$ conditions to generate instances of a UML meta-model. The combination of meta-modeling with graph grammars promises several useful applications, including the testing of model transformations and the generation of edit operations or model repair actions.


Figure 1.2: Application to meta-modeling

The approach translates the meta-model into a graph grammar, with all its constraints and restrictions. Instances can then be generated by deriving a terminal graph with the rules of the graph grammar. Since meta-models are often further restricted with Essential OCL (Object Constraint Language) invariants, the grammar has to be restricted accordingly. We thus present a translation from Essential OCL invariants to HR* constraints, establishing a formal link between OCL and graph transformation.
The $\mathrm{HR}^{*}$ constraints are further transformed into application conditions for the rules
of the grammar, guaranteeing that only valid models are generated that satisfy the OCL constraints.

### 1.1 State of the art

In the following, we present a short state of the art. This subchapter consists of three parts: The first part discusses various concepts for expressing graph properties in a mostly visual way. In the second part, approaches for the verification of graph transformation systems are commented. The third part surveys works that relate meta-models, and especially OCL constraints, to graph grammars and graph constraints. At the end of each chapter, there will be a more detailed discussion of the chapter's relation to other publications.

## Languages for expressing graph properties

Visual languages Many concepts have been developed to express graph properties in a formal way. They differ in their expressiveness, their exact purpose and style. While some concepts stay close to logical formulas in order to facilitate reasoning about these properties, other languages aim for a more visual, intuitive formalism.
The expressiveness of application conditions for graph transformation rules has been steadily increased over the years. Some early graphical query languages supporting transitive closure on edge relations can be found in (Cruz et al., 1987, Angelaccio et al., 1990). In (Heckel and Wagner, 1995. Habel, Heckel, et al., 1996), consistency conditions and their transformation into negative application conditions were presented. Negative application conditions were more thoroughly regarded in (Lambers, 2010), and the concept was lifted to weak adhesive HLR categories in (H. Ehrig, K. Ehrig, Habel, et al., 2006). (Habel, Pennemann, and Rensink, 2006) introduced nested conditions, equivalent to firstorder logic on graphs, and showed how they could be used as application conditions. The concept was generalized and equipped with basic transformations in (Habel, Pennemann, and Rensink, 2006). The idea to use graph grammars in conditions was explored in (B. König and Esparza, 2010).

However, many interesting graph properties lie beyond the scope of first-order logic, as shown in (Gaifman, 1982). To address such properties, several extensions have been proposed. (Poskitt and Plump, 2013) enhanced nested conditions to E-conditions, facilitating the handling of nodes with multiple, typed labels and to perform operations on these labels, e.g. integer arithmetic and string operations. An extension into a different direction was proposed in (Bruggink and B. König, 2010; Bruggink, Hülsbusch, et al., 2012): The logic on subobjects includes reasoning about subobjects in the regarded category. In the category of graphs, these subobjects are subgraphs, and the resulting formalism is exactly as expressive as monadic second-order logic on graphs. The $M$ conditions defined in (Poskitt and Plump, 2014) are an extension of nested conditions to monadic second-order logic, handling graphs in the visual way of nested conditions and sets in a more abstract, textual way. The $\mu$-conditions presented in (Flick, 2016) take a recursive approach to express paths of arbitrary length.

Non-visual languages Several logics on graphs, especially monadic second-order logic, are presented in (Courcelle and Engelfriet, 2012). An insightful comparison of such logics is given in (Courcelle, 1996). For the case of separation logic, (Dodds and Plump, 2009) show that a fragment of separation logic exactly corresponds to a subclass of the languages defined by hyperedge replacement grammars. (Gadducci et al., 2012) unites concepts from temporal logic with monadic second-order logic, in order to describe properties of graphs and graph transformation systems.

## Verification of graph transformation systems

A prominent application of languages expressing graph properties lies in the verification of graph transformation systems. One approach to verification is model checking, where a finite state space is systematically and exhaustively checked against constraints.
In (Varró, 2003), typed, attributed graph transformation rules with (negative) application conditions are checked against reachability of "property graphs" by Spin after a prior translation into Promela. The Groove tool of (Kastenberg and Rensink, 2006) performs model checking of graph transformation rules and can verify properties formulated in a modal logic over graphs, which is enhanced by a transitive closure operator. In (Bauer, 2006), abstraction is used on a fixpoint approximation of graph relabeling rules. This approach is implemented in the Hiralysis tool.
However, model checking can only check programs relative to a finite number of starting states (i.e. graphs). Therefore, another approach is to translate the transformation rules into logical formulas, as proposed in (Courcelle, 1990), and to use theorem proving techniques on them. In (M. Strecker, 2008, M. Strecker, 2011), graph transformation rules and programs, with respect to the Great language for graph properties, are translated into formulas that can be checked with the Isabelle proof assistant.
The calculus developed in (Poskitt and Plump, 2013) can be used to verify properties relative to the graph programming language GP. The ProCon theorem prover presented in (Pennemann, 2008b) uses a similar technique and tries to solve implication problems for logical formulas on graphs. The program SeekSat presented in (Pennemann, 2008a) tries to find counter-examples to such formulas using SAT solving techniques. The Augur2 tool (B. König and Kozioura, 2008a) analyzes and verifies graph transformation systems by approximating them with Petri nets. In (Hildebrandt et al., 2012), model transformation using triple graph grammars is enhanced by an invariant checker for constraints that restrict the source and target graphs.

## Meta-models and graph grammars

The idea to use graph transformation in the context of meta-modeling in general and OCL in particular is not new. In (Lara and Vangheluwe, 2004), a framework and a tool (ATOM3) are presented that use graph grammars to manipulate meta-models. (Klar et al., 2007) explored special techniques to perform model transformation on large models, and (Varró and Balogh, 2007) introduced the VIATRA2 framework integrating abstract space machines with graph transformation. Techniques for dealing with attributed
graph transformation were refined in (B. König and Kozioura, 2008b). (Hermann et al., 2010) discussed general techniques for model transformation and the use of triple graph grammars. A transformation from meta-models, along with some constraints, was presented in (Taentzer, 2012). Another option is explored in (Kuhlmann and Gogolla, 2012), where OCL constraints are transformed to and from a relational logic.

In (Winkelmann et al., 2008), it was shown how a restricted subset of OCL constraints can be transformed into constraints for graph grammars. This work only translates a subset of navigation expressions, size and attribute constraints and Boolean combinations thereof. This work was extended to larger subclasses of OCL in (Bergmann, 2014), (Richa, Borde, Pautet, et al., 2014\} Richa, Borde, and Pautet, 2015) as well as (Arendt, Habel, et al., 2014. Radke et al., 2015); a more detailed look at these papers will be given at the end of Chapter 7.

### 1.2 Thesis outline

In Chapter 2, we recapitulate nested conditions. $\mathrm{HR}^{*}$ conditions are introduced in Chapter 3, and Chapter 4 discusses different variants of them. In Chapter 5, we look at the expressiveness of $\mathrm{HR}^{*}$ conditions in comparison to several logical formalisms and show that it lies between monadic second-order and second-order graph formulas. Chapter 6 is dedicated to transformations of $\mathrm{HR}^{*}$ conditions over rules and programs, and to checking correctness of programs with respect to $\mathrm{HR}^{*}$ conditions. The developed concepts are applied to UML meta-models with OCL constraints in Chapter 7 , where HR* conditions are used as application conditions in an instance-generating graph grammar. Chapter 8 summarizes the results of the thesis and discusses topics for future work.

## Chapter

## 2

## Nested graph conditions and graph transformation

## Contents

2.1 Graphs and graph morphisms ..... 7
2.2 Nested graph conditions ..... 8
2.3 Graph transformation ..... 10
2.4 A containment operator for nested conditions ..... 13

In this chapter, we recall the basic notions of graphs and graph morphisms, nested graph conditions, and graph transformation. For a more detailed introduction, we refer to (H. Ehrig, K. Ehrig, Prange, et al., 2006; Habel and Pennemann, 2009).

### 2.1 Graphs and graph morphisms

Graphs consist of labeled nodes and edges. Edges have one source and one target.
Definition 2.1 (graph). Let $\mathrm{L}=\mathrm{L}_{\mathrm{V}} \uplus \mathrm{L}_{\mathrm{E}}{ }^{1}$ be a fixed, finite alphabet of node and edge labels. A graph over L is a system $G=\left(\mathrm{V}_{G}, \mathrm{E}_{G}, \mathrm{~s}_{G}, \mathrm{t}_{G}, \mathrm{lv}_{G}, \mathrm{le}_{G}\right)$ consisting of finite sets $\mathrm{V}_{G}$ and $\mathrm{E}_{G}$ of nodes (or vertices) and edges, source and target functions $\mathrm{s}_{G}, \mathrm{t}_{G}: \mathrm{E}_{G} \rightarrow \mathrm{~V}_{G}$, and labeling functions $\mathrm{lv}_{G}: \mathrm{V}_{G} \rightarrow \mathrm{LV}_{\mathrm{V}}, \mathrm{le}_{G}: \mathrm{E}_{G} \rightarrow \mathrm{~L}_{\mathrm{E}}$. A node or edge is $a$-labeled if its label is $a$. The set of all graphs is denoted by $\mathcal{G}$. A graph $G$ is empty, denoted by $\emptyset$, iff $\mathrm{V}_{G}=\emptyset$. We denote the disjoint union of two graphs $G, H$ by $G+H$. For graphs $G, H$ with $H \subseteq G, G-H$ denotes the difference.

[^0]Graph morphisms consist of a pair of mappings between the node and edge sets of graphs.

Definition 2.2 (graph morphism). A graph morphism $g: G \rightarrow H$ consists of functions $g_{\mathrm{V}}: \mathrm{V}_{G} \rightarrow \mathrm{~V}_{H}$ and $g_{\mathrm{E}}: \mathrm{E}_{G} \rightarrow \mathrm{E}_{H}$ that preserve sources, targets and labels, i.e. $\mathrm{s}_{H} \circ g_{\mathrm{E}}=g_{\mathrm{V}} \circ \mathrm{s}_{G}, \mathrm{t}_{H} \circ g_{\mathrm{E}}=g_{\mathrm{V}} \circ \mathrm{t}_{G}, \mathrm{lv}_{H} \circ g_{\mathrm{V}}=\mathrm{l}_{G}$ and $\mathrm{le}_{H} \circ g_{\mathrm{E}}=\mathrm{le}_{G}$, where $\circ$ denotes the composition of functions. The graph $G$ is called the domain of $g$, denoted $\operatorname{Dom}(g)$. $H$ is called the codomain of $g$, denoted $\operatorname{Ran}(g)$. The composition $h \circ g$ of $g$ with a graph morphism $h: H \rightarrow M$ consists of the composed functions $h_{\mathrm{V}} \circ g_{\mathrm{V}}$ and $h_{\mathrm{E}} \circ g_{\mathrm{E}}$.
A graph morphism $g$ is injective (surjective) if $g_{\mathrm{V}}$ and $g_{\mathrm{E}}$ are injective (surjective), and an isomorphism if it is both injective and surjective. Injective/surjective morphisms are also called monomorphisms and epimorphisms, respectively. Let $\mathcal{M}$ and $\mathcal{E}$ be the set of all injective and surjective morphisms, respectively. If $g$ is an isomorphism, its domain and codomain $G$ and $H$ are isomorphic, which is denoted by $G \cong H$.

An injective graph morphism $m: G \hookrightarrow H$ is an inclusion, written $G \subseteq H$, if $\mathrm{V}_{G} \subseteq \mathrm{~V}_{H}$ and $\mathrm{E}_{G} \subseteq \mathrm{E}_{H}$. For a graph $G$, the identity $\mathrm{id}_{G}: G \rightarrow G$ consists of the identities id ${ }_{G V}$ and $\operatorname{id}_{G \mathrm{E}}$ on $G_{\mathrm{V}}$ and $G_{\mathrm{E}}$, respectively.

Notation. Morphisms are written with a plain arrow $\rightarrow$; injective morphisms are written with a hooked arrow $(\hookrightarrow)$. The mapping of nodes by a morphism is conveyed by adding small numbers to the side of the nodes; a node in the domain is mapped to the node with the same number in the codomain.

Example 2.1. The following example shows an injective morphism $g$ from a graph $G$ to a graph $H$. Graph $G$ consists of five nodes with labels $a$ and $c$ and seven edges (including one loop) with the (invisible) label $\square$. Additionally, graph $H$ contains an isolated node with label $c$ and another edge with label $\square$.


Figure 2.1: A graph morphism

### 2.2 Nested graph conditions

We can combine graph morphisms with first-order logic to define nested graph conditions (Habel and Pennemann, 2009). These conditions contain quantifiers over graph morphisms, providing an intuitive, graphical way to formulate graph properties.

Definition 2.3 (nested graph condition). Nested (graph) conditions, or short conditions, are inductively defined.
(1) For any graph $P$, true is a condition over $P$.
(2) For an injective morphism $a: P \hookrightarrow C$ and a condition $c$ over $C, \exists(a, c)$ is a condition over $P$.
(3) For conditions $c, c^{\prime}$ over $P, \neg c$ and $c \wedge c^{\prime}$ are conditions over $P$.

A constraint is a condition over the empty graph $\emptyset$.
Remark. In contrast to (Habel and Pennemann, 2009), we consider finite nested conditions only, i.e. conditions with finite conjunctions.

Abbreviations. To facilitate the use of nested conditions, we define some abbreviations, similar to logics.

- \# abbreviates $\neg$ exists,
- $\exists a$ abbreviates $\exists(a$, true $)$,
- $\forall(a, c)$ abbreviates $\neg \exists(a, \neg c)$,
- false abbreviates $\neg$ true,
- $c \vee c^{\prime}$ abbreviates $\neg\left(\neg c \wedge \neg c^{\prime}\right)$.
- The domain of a morphism may be omitted if no confusion arises: $\exists(C)$ or $\exists C$ can replace $\exists(P \rightarrow C)$ in this case.

Example 2.2. The nested condition

$$
\exists\left(\emptyset \hookrightarrow @_{1}, \nexists\left(@_{1} \hookrightarrow @_{1} \mathrm{e}>\mathbb{C}_{2}, \text { true }\right)\right)
$$

expresses the property "There exists an a-labeled node, which has no e-labeled, outgoing edge to a c-labeled node". With the above abbreviations, this can be shortened to

$$
\exists\left(@_{1}, \nexists\left(@_{1} \mathrm{e} \longrightarrow \mathbb{C}_{2}\right)\right) .
$$

We now give a formal semantics for nested conditions.
Definition 2.4 (satisfaction of nested conditions). The satisfaction of a nested condition $c$ over $P$ by a morphism $p: P \rightarrow G$, written $p \models c$, is inductively defined as follows.
(1) $p$ satisfies true.
(2) $p$ satisfies $\exists(a, c)$ for a morphism $a: P \hookrightarrow C$ if there is an injective morphism $q: C \hookrightarrow G$ such that $q \circ a=p$ and $q$ satisfies $c$.
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(3) $p$ satisfies $\neg c$ if $p$ does not satisfy $c . p$ satisfies $c \wedge c^{\prime}$ if $p$ satisfies $c$ and $c^{\prime}$.

A graph $G$ satisfies a constraint $c$ if the morphism $\emptyset \hookrightarrow G$ satisfies $c$. We write $G \models c$ to denote that $G$ satisfies $c$.

Example 2.3. The nested condition in Example 2.2 is satisfied by every graph which has an $a$-labeled node without an $e$-labeled edge to a $c$-labeled node.

Remark. Non-injective nested conditions and non-injective semantics can be defined with non-injective morphisms $a$ and $q$ in rule (2). As shown by (Habel and Pennemann, 2009, Fact 6), the expressiveness is not changed by this choice. In the following, we only consider injective nested conditions.

The expressive power of nested conditions can be compared with traditional logical formulas on graphs.

Fact 2.1 (Habel and Pennemann (2009)). Nested graph conditions are expressively equivalent to first-order graph formulas.

In (Gaifman, 1982) it is shown that first-order graph formulas can only express local properties. However, many interesting properties of graphs are non-local. For example, nested conditions are unable to express the properties "the graph contains an arbitrarylength path from a node to another node", "the graph is cycle-free" or modulo-counting properties like EVEN (Libkin, 2004, p. 24) stating "the graph has an even number of nodes".

### 2.3 Graph transformation

We now explain the double-pushout (DPO) approach to graph transformation, as explained in (H. Ehrig, K. Ehrig, Prange, et al., 2006, Chapter 1.2.1). Some knowledge of category theory, especially pushouts and pullbacks, might help the understanding and can be found e.g. in the appendix of (H. Ehrig, K. Ehrig, Prange, et al., 2006). For more details on category theory in general, consider e.g. (Adámek et al., 2004; Simmons, 2011).

Definition 2.5 (graph transformation rule). A plain (graph transformation) rule $p=\langle L \stackrel{l}{\longleftrightarrow} K \stackrel{r}{\hookrightarrow} R\rangle$ is a pair of injective morphisms $l, r$ and a common domain $K$ called interface. $L$ is called the left-hand side and $R$ the right-hand side. A left (right) application condition is a condition over $L(R)$. A (graph transformation) rule $\rho=\left\langle p, \operatorname{ac}_{L}, \operatorname{ac}_{R}\right\rangle$ consists of a plain rule $p$ together with a left and a right application condition $\operatorname{ac}_{L}$ and $\mathrm{ac}_{R}$, respectively.

Given a plain rule $p=\langle L \hookleftarrow K \hookrightarrow R\rangle$ and an injective morphism $m: L \hookrightarrow G$, a direct derivation consists of two pushouts (1) and (2). We write $G \Rightarrow_{p, m, m^{\prime}} H, G \Rightarrow_{p} H$, or short $G \Rightarrow H$. Morphism $m$ is called match and $m^{\prime}$ is called comatch. Given a rule $\rho=\left\langle p, \operatorname{ac}_{L}, \mathrm{ac}_{R}\right\rangle$, there is a direct derivation $G \Rightarrow_{\rho, m, m^{\prime}} H$ if $G \Rightarrow_{p, m, m^{\prime}} H, m \models \operatorname{ac}_{L}$, and $m^{\prime} \models \operatorname{ac}_{R}$. A derivation is a sequence of direct derivations.


For brevity, the interface graph $K$ of a rule can be omitted, writing $L \Rightarrow R$ instead of $\langle L \hookleftarrow K \hookrightarrow R\rangle$, provided that the corresponding nodes in $L$ and $R$ are marked by indices to convey the mapping of items. A rule $\rho=\left\langle p, \mathrm{ac}_{L}, \mathrm{ac}_{R}\right\rangle$ can also be written as $\mathrm{ac}_{L} \triangleright p \triangleleft \mathrm{ac}_{R}$, with the application conditions indicated by gray triangles. For ac ${ }_{R}=$ true, we write $\left\langle p, \operatorname{ac}_{L}\right\rangle$ instead of $\left\langle p\right.$, ac $_{L}$, true $\rangle$.
Pushout (1) dictates that the match must satisfy the dangling condition. This means that any node to be deleted (i.e. in $G-D$ ) must not have an edge to a node which is not deleted (i.e. a node in $D$ ). Otherwise, trying to construct pushout (1) would leave $D$ with "dangling" edges which have no source or target node and $D$ would not be a proper graph in $\mathcal{G}$.

Remark. Application of a rule can also be explained with the use of set theory. The set-theoretic construction yields the same results as the category-theoretic one. The construction proceeds in two steps: (1) remove all vertices and edges in $m(L-K)$ from $G$. The resulting structure $D=(G-m(L-K))$ might not be a graph. In this case, the dangling condition is not met and the application fails. If $D$ is a valid graph, proceed by (2) gluing graph $D$ together with $R-K$ to obtain graph $H=D+(R-K)$.

Remark. In Definition 2.5, the match $m$ is an injective morphism. One can also use arbitrary matches instead: As shown by (Habel, Müller, et al., 2001), both approaches are expressively equivalent.
 an edge between two nodes 1 and 2 if there is no second edge from node 1 to node 2 . The application of this rule on a graph is shown below. The left application condition forbids the deletion of the edges from 3 to 4 .


Rules can be combined to form graph transformation systems, graph grammars and graph programs.

Chapter 2 Nested graph conditions and graph transformation

Definition 2.6 (graph transformation system, graph grammar). A graph transformation system is a finite set $R$ of rules. Together with a starting graph $S$, a graph transformation system $R$ forms a graph grammar $G G=(R, S)$. The language $\mathcal{L}(G G)$ of a graph grammar $G G=(R, S)$ consists of all graphs that can be derived from $S$ using the rules from $R$ in an arbitrary number of steps:

$$
\mathcal{L}((R, S))=\left\{G \mid S \Rightarrow_{R}^{*} G\right\}
$$

Example 2.5. Regard the graph transformation system $\left\{r_{1}, r_{2}, r_{3}\right\}$ displayed below left. Together with the starting graph $S=\emptyset$, it constitutes the graph grammar $G G=$ $\left(\left\{r_{1}, r_{2}, r_{3}\right\}, \emptyset\right)$. The language $\mathcal{L}(G G)$ is the set of bipartite graphs (e.g. the one displayed below right) consisting of two disjoint sets $M_{a}, M_{c}$ of a- and c-labeled nodes, respectively, where each edge connects a node from $M_{A}$ with a node from $M_{B}$.

| $S$ |  |  | $=\emptyset$ |
| :--- | :--- | :--- | :--- |
| $r_{1}:$ | $\emptyset$ |  | $\Rightarrow$ |
| $r_{2}:$ | $\emptyset$ |  | $\Rightarrow$ ( $)$ |
| $r_{3}:$ | (a) | $\Rightarrow$ © | $\Rightarrow$ (a) |



Graph programs are defined as in (Habel and Pennemann, 2009). The combination of rules into programs allows for a better control of the program flow between execution of the rules.

Definition 2.7 (graph program (Habel and Plump, 2001)).
Graph programs are defined as in (Habel and Plump, 2001):

1. Every rule is a program.
2. Every finite set $S$ of programs is a program.
3. Given programs $P$ and $Q$, sequential composition $(P ; Q)$ and as-long-as-possible iteration $P \downarrow$ are programs.

We also write $P^{i}$ for the $i$-fold sequential composition $\underbrace{P ; \ldots ; P}_{i \text { times }}$ of program $P$.
Example 2.6. The program reverse $\downarrow$; cleanup $\downarrow$ with

$$
\begin{aligned}
& \text { reverse }=\left(\text { a) } \longrightarrow \text { (c) } \Rightarrow \text { (a) } \measuredangle^{\text {rev }}\right. \text { (c) and } \\
& \text { cleanup }=\text { (a) }{ }^{\text {rev }} \text { (c) } \Rightarrow \text { (a) (C) }
\end{aligned}
$$

reverses all unlabeled edges from a- to c-labeled nodes. First, reverse $\downarrow$ deletes each unlabeled edge and replaces it with a rev-labeled edge in the opposite direction. When all unlabeled edges are reversed and labeled, cleanup $\downarrow$ replaces the temporary rev-labeled edges with unlabeled ones.

Definition 2.8 (semantics of graph programs). The semantics of a program is a binary relation $\llbracket P \rrbracket \subseteq \mathcal{G} \times \mathcal{G}$. For every rule $\rho$, every non-empty set $S$ of programs, and every pair of programs $P$ and $Q$,

1. $\llbracket \rho \rrbracket=\left\{\langle G, H\rangle \mid G \Rightarrow_{\rho} H\right\}$,
2. $\llbracket S \rrbracket=\bigcup_{P \in S} \llbracket P \rrbracket$,
3. $\llbracket P ; Q \rrbracket=\llbracket Q \rrbracket \circ \llbracket P \rrbracket$, where $\circ$ is the composition of relations,
4. $\llbracket P \downarrow \rrbracket=\left\{\langle G, H\rangle \mid\langle G, H\rangle \in \llbracket P \rrbracket^{*} \wedge \nexists M .\langle H, M\rangle \in \llbracket P \rrbracket\right\}$, where $\llbracket P \rrbracket^{*}$ is the reflexive-transitive closure of o .

We also write $G \Rightarrow_{P} H$ instead of $(G, H) \in \llbracket P \rrbracket$.

### 2.4 A containment operator for nested conditions

By the nature of nested conditions, in a condition of the form $\exists(P \hookrightarrow C, c)$, the codomain $C$ is usually bigger than the domain $P$. The deeper the nesting gets, the bigger the codomain gets, although only a small part of the graph is actually changing. One might wonder whether a containment operator $\exists(P \sqsupseteq C, c)$ that "forgets" part of the graph might be useful for nested conditions, as introduced in (Arendt, Habel, et al., 2014). This could reduce the size of a condition, e.g. instead of
meaning "For every triple of nodes, there is an edge between two of them", we could write

Before presenting this abbreviation, we repeat the definition of construction Shift from (H. Ehrig et al., 2012).

Construction (Shift). Let $\operatorname{Shift}(b, \exists(a, c))=\bigvee_{a^{\prime}, b^{\prime} \in \mathcal{F}} \exists\left(a^{\prime}, \operatorname{Shift}\left(b^{\prime}, c\right)\right)$, where $\mathcal{F}=$ $\left\{\left(a^{\prime}, b^{\prime}\right) \mid\left(a^{\prime}, b^{\prime}\right)\right.$ jointly surjective, $b$ injective, (1) commutes $\}{ }_{2}^{2}$.


For Boolean conditions and true, the construction is straightforward: $\operatorname{Shift}(b$, true $)=$ true, $\operatorname{Shift}(b, \neg c)=\neg \operatorname{Shift}(c)$ and $\operatorname{Shift}\left(b, c \wedge c^{\prime}\right)=\operatorname{Shift}(b, c) \wedge \operatorname{Shift}\left(b, c^{\prime}\right)$.

With the help of Shift, we can reduce nested conditions with containment operator into "pure" nested conditions, i.e. without containment operator.

[^1]Chapter 2 Nested graph conditions and graph transformation

Fact 2.2 (nested + containment $\equiv$ nested). There is a transformation Pure from nested conditions with containment operator into equivalent (pure) nested conditions.

## Construction.

$$
\operatorname{Pure}(c)= \begin{cases}\bigvee_{b \in \mathcal{B}} \operatorname{Shift}\left(b, c^{\prime}\right) & \text { if } c=\exists\left(P \sqsupseteq C, c^{\prime}\right) \\ c & \text { otherwise }\end{cases}
$$

where $\mathcal{B}$ is the set of injective morphisms from $C$ to $P$.

Example 2.7. Regard the condition $c=\exists(\underset{1}{\bullet} \underset{4}{\bullet} \sqsupseteq \underset{4}{\bullet}, \exists(\underset{3}{\bullet} \rightarrow \underset{3}{\bullet})$ ), meaning "There are two nodes 1,2 , and one of them has an outgoing edge to another node". We transform it into a pure nested condition:

$$
\operatorname{Pure}(c)=\exists\left(\begin{array}{ll}
\bullet & \bullet \\
1 & 2
\end{array}, \exists\left(\begin{array}{ll}
\bullet & \bullet \\
1 & \rightarrow \\
3
\end{array}\right) \vee \exists\left(\begin{array}{ll}
\bullet & \bullet \\
\hline
\end{array} \quad \stackrel{\bullet}{2}\right) \vee \exists\left(\underset{1}{\bullet} \rightarrow_{2}^{\bullet}\right) \vee \exists(\underset{1}{\bullet} \leftarrow \underset{2}{\bullet})\right)
$$

## Bibliographic notes

In the literature, many formalisms have been proposed to express properties of graphs as constraints and as application conditions for graph transformation rules.
The concept of application conditions for rules of a graph transformation system was introduced by (H. Ehrig and Habel, 1986). Conditions of the form $\neg \exists(a)$ were first introduced in (Habel, Heckel, et al., 1996) as negative application conditions, and (Heckel and Wagner, 1995) introduced consistency conditions of the form $\forall(P, \exists(P \rightarrow C)$ ). (Koch et al., 2005) investigated how sets of positive and negative conditions can be checked for consistency. A detailed study on negative application conditions can be found in (Lambers, 2010). Application conditions and constraints were combined with Boolean operations and merged into the first-order equivalent nested graph conditions by (H. Ehrig, K. Ehrig, Habel, et al., 2006; Habel, Pennemann, and Rensink, 2006; Habel and Pennemann, 2009).
An extensive study of nested conditions has been performed in (Pennemann, 2009). The results include basic transformations of conditions over rules and the computation of weakest preconditions (and strongest postconditions) for a specification.
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In this chapter, we introduce the main concept of this thesis: $\mathrm{HR}^{*}$ conditions. As noted in the previous chapter, nested conditions cannot express paths of arbitrary length or other non-local conditions. HR* conditions use hyperedge replacement systems, short $H R$ systems, to remedy this deficiency while retaining the intuitive visual representation of graphs in the conditions. We show that $\mathrm{HR}^{*}$ conditions can be used to express the existence or non-existence of paths or cycles, and that the problem whether a given graph satisfies a given condition is decidable. The contents of this chapter are oriented on (Habel and Radke, 2010; Radke, 2013).

### 3.1 HR systems

In order to express non-local structures of arbitrary size in a finite way, we need some kind of placeholder for those structures. We thus enhance graphs with hyperedges, which serve as placeholders and can later be replaced by graphs of arbitrary size.
Graphs with variables are similar to graphs as in Definition 2.1. They consist of labeled nodes, edges and hyperedges. Edges have one source and one target and are labeled by a symbol of an alphabet; hyperedges have an arbitrary long sequence of attachment nodes (indicated by tentacles between the hyperedge and the attachment node) and are labeled by ranked variables.

## Chapter $3 \mathrm{HR}^{*}$ graph conditions

Definition 3.1 (graph with variables). Let $\mathrm{L}=\mathrm{L}_{\mathrm{V}} \uplus \mathrm{L}_{\mathrm{E}} \uplus \operatorname{Var}$ be a fixed, finite label alphabet where Var is a set of variables with a mapping rank: $\operatorname{Var} \rightarrow \mathbb{N}$ T assigning a rank to each variable.

A graph (with variables) over L is a system $G=\left(\mathrm{V}_{G}, \mathrm{E}_{G}, \mathrm{Y}_{G}, \mathrm{~s}_{G}, \mathrm{t}_{G}, \operatorname{att}_{G}, \mathrm{lv}_{G}, \mathrm{le}_{G}, \mathrm{ly}_{G}\right)$ consisting of finite sets $\mathrm{V}_{G}, \mathrm{E}_{G}$, and $\mathrm{Y}_{G}$ of nodes (or vertices), edges and hyperedges, source and target functions $\mathrm{s}_{G}, \mathrm{t}_{G}: \mathrm{E}_{G} \rightarrow \mathrm{~V}_{G}$, an attachment function att ${ }_{G}: \mathrm{Y}_{G} \rightarrow \mathrm{~V}_{G}^{*}{ }^{2}$, and labeling functions $\mathrm{lv}_{G}: \mathrm{V}_{G} \rightarrow \mathrm{~L}_{\mathrm{V}}, \mathrm{le}_{G}: \mathrm{E}_{G} \rightarrow \mathrm{~L}_{\mathrm{E}}, \mathrm{ly}: \mathrm{Y}_{G} \rightarrow$ Var such that, for all $y \in \mathrm{Y}_{G},\left|\operatorname{att}_{G}(y)\right|=\operatorname{rank}\left(\mathrm{ly}_{G}(y)\right)$. We call the set of all graphs with variables $\mathcal{G}_{\text {Var }}$ and write $\mathrm{D}_{G}=\mathrm{V}_{G} \cup \mathrm{E}_{G} \cup \mathrm{Y}_{G}$ to denote all items of a graph. A graph $G$ is empty, denoted $\emptyset$, if $\mathrm{V}_{G}=\emptyset$ and $\mathrm{Y}_{G}=\emptyset$. We denote the disjoint union of two graphs $G, H$ by $G+H$ and their difference by $G-H$ for any $H \subseteq G$. For a graph $G$ and item $o$, let $G+o$ designate a graph consisting of $G$ with $o$ disjointly added to the graph (if $o$ is a (hyper)edge, it is attached to nodes in $G$ ).

A hyperedge $y \in \mathrm{Y}$ has $\operatorname{rank}(y)$ tentacles. The $i^{\text {th }}$ tentacle of a variable, where $1 \leq i \leq \operatorname{rank}(y)$, connects the variable with the $i^{t h}$ node of the sequence $\operatorname{att}(y)$. This number $i$ is also called the index of a tentacle, and the $i^{\text {th }}$ tentacle of $y$ can be referred to with $\operatorname{att}(y)_{i}$.

Notation. Nodes are drawn by circles carrying the node label inside. Edges are drawn by arrows pointing from the source to the target node and the edge label is placed next to the arrow. Hyperedges are drawn as boxes with attachment nodes where the $i^{\text {th }}$ tentacle has its number $i$ written next to it and is attached to the $i^{\text {th }}$ attachment node and the label of the hyperedge is inscribed in the box. Nodes with the invisible $\square$ label are drawn as points $(\bullet)$. For visibility reasons, we may abbreviate hyperedges of rank 2 by writing $\bullet \xrightarrow{x} \bullet$ instead of $\bullet-{ }^{1} \bullet$ (i.e. as an $x$-labeled arrow going from the first to the second attachment node).

Example 3.1. Consider the graphs $G, H$ in Figure 3.1 over the label alphabet $\mathrm{L}=$ $\{a, c\} \uplus\{\square\} \uplus$ Var where the symbol $\square$ stands for the invisible edge label and is not drawn and $\operatorname{Var}=\{u, v\}$ is a set of variables that have rank 4 and 2, respectively. The graph $G$ contains five nodes with the labels $a$ and $c$, drawn as circles with the label inside, seven edges with (invisible) label $\square$, drawn as arrows, and one hyperedge of rank 4 with label $u$, drawn as a square with the label inside. Additionally, the graph $H$ contains a node, an edge, and a hyperedge of rank 2 with label $v$. See also Figure 2.1 for a similar example without variables.

[^2]

Figure 3.1: A morphism between two graphs with variables

Remark. The definition extends the well-known definition of graphs (H. Ehrig, 1979) by the concept of hyperedges in the sense of (Habel, 1992). Graphs with variables form a special case of labeled hypergraphs. While edge variables resemble arbitrary hyperedges, the "common" edges in $\mathrm{E}_{G}$ are hyperedges with two tentacles. The labeling functions for hyperedges and edges can be combined into a single hyperedge labeling function, keeping the label sets for hyperedges and common edges disjoint.

Graph morphisms with variables consist of mappings between the sets of nodes, edges and hyperedges of graphs, and are defined analogously to the graph morphisms in Definition 2.2,

Definition 3.2 (graph morphism with variables). Let $G$ and $H$ be graphs with variables. A graph morphism (with variables), short morphism, $g: G \rightarrow H$ consists of functions $g_{\mathrm{V}}: \mathrm{V}_{G} \rightarrow \mathrm{~V}_{H}, g_{\mathrm{E}}: \mathrm{E}_{G} \rightarrow \mathrm{E}_{H}$, and an injective mapping $g_{\mathrm{Y}}: \mathrm{Y}_{G} \hookrightarrow \mathrm{Y}_{H}$ that preserve sources, targets, attachment nodes and labels, i.e. $\mathrm{s}_{H} \circ g_{\mathrm{E}}=g_{\mathrm{V}} \circ \mathrm{s}_{G}, \mathrm{t}_{H} \circ g_{\mathrm{E}}=$ $g_{\mathrm{V}} \circ \mathrm{t}_{G}, \operatorname{att}_{H} \circ g_{\mathrm{Y}}=g_{\mathrm{V}}^{*} \circ \operatorname{att}_{G}^{3}, \operatorname{lv}_{H} \circ g_{\mathrm{V}}=\mathrm{lv}_{G}, \mathrm{le}_{H} \circ g_{\mathrm{E}}=\mathrm{le}_{G}$, and ly $\mathrm{l}_{H} \circ g_{\mathrm{Y}}=\mathrm{ly}_{G}$. The graph $G$ is called the domain of $g$, denoted $\operatorname{Dom}(g)$. $H$ is called the codomain of $g$, denoted $\operatorname{Ran}(g)$. The composition $h \circ g$ of $g$ with a graph morphism $h: H \rightarrow H^{\prime}$ consists of the composed functions $h_{\mathrm{V}} \circ g_{\mathrm{V}}, h_{\mathrm{E}} \circ g_{\mathrm{E}}$, and $h_{\mathrm{Y}} \circ g_{\mathrm{Y}}$.
A morphism $g$ is injective (surjective) if $g_{\mathrm{V}}, g_{\mathrm{E}}$, and $g_{\mathrm{Y}}$ are injective (surjective), and an isomorphism if it is both injective and surjective. Injective/surjective morphisms are also called monomorphisms and epimorphisms, respectively. Let $\mathcal{M}$ and $\mathcal{E}$ be the set of all injective and surjective morphisms, respectively. If $g$ is an isomorphism, its domain and codomain $G$ and $H$ are isomorphic, which is denoted by $G \cong H$. An injective graph morphism $m: G \hookrightarrow H$ is an inclusion, written $G \subseteq H$, if $\mathrm{V}_{G} \subseteq \mathrm{~V}_{H}, \mathrm{E}_{G} \subseteq \mathrm{E}_{H}$ and $\mathrm{Y}_{G} \subseteq \mathrm{Y}_{H}$. For a graph $G$, the identity $\operatorname{id}_{G}: G \rightarrow G$ consists of the identities id ${ }_{G V}, \operatorname{id}_{G E}$, and $\operatorname{id}_{G \mathrm{Y}}$ on $G_{\mathrm{V}}, G_{\mathrm{E}}$, and $G_{\mathrm{Y}}$, respectively.

Example 3.2. The graph morphism $g: G \hookrightarrow H$ in Figure 3.1 maps all nodes, edges and hyperedges in $G$ to corresponding objects in $H$, as indicated by the small numbers next to the nodes.

[^3]Notation. Arbitrary graph morphisms are drawn by the usual arrows " $\rightarrow$ "; the use of " $\hookrightarrow "$ indicates an injective graph morphism. The actual mapping of items is conveyed by indices, if necessary. The mapping of nodes by a morphism is displayed by adding small numbers to the side of the nodes; a node in the domain is mapped to the node with the same number in the codomain.

Further properties deal with pairs of morphisms.
Definition 3.3 (spans and cospans). A pair of morphisms $(a, b)$ is called a span, written $A \stackrel{a}{\leftarrow} C \xrightarrow{b} B$, if $a$ and $b$ have a common domain $C$. Likewise, $(a, b)$ is called a cospan, written $A \xrightarrow{a} C \stackrel{b}{\leftarrow} B$, if $a$ and $b$ have a common codomain $C$. A cospan $A \xrightarrow{a} C \stackrel{b}{\leftarrow} B$ is jointly surjective if for each item $v \in C$, there is a preimage $u \in A$ with $a(u)=v$ or $u \in B$ with $b(u)=v$. Let $\mathcal{E}^{\prime}$ denote the class of jointly surjective morphism pairs. For a cospan $A \xrightarrow{a} C \stackrel{b}{\leftarrow} B$, an $\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization is a cospan $A \xrightarrow{a^{\prime}} C^{\prime} \stackrel{b^{\prime}}{\leftarrow} B$ and a morphism $m: C^{\prime} \hookrightarrow C$ with $\left(a^{\prime}, b^{\prime}\right) \in \mathcal{E}^{\prime}, m \in \mathcal{M}$ and $a=m \circ a^{\prime}$ and $b=m \circ b^{\prime}$ (see diagram below). A partial morphism $P \rightharpoonup C$ is a span $P \leftarrow I \rightarrow C$.


Hyperedges do not only play a static part as building blocks of graphs with variables, but also a more dynamic part as place holders for graphs. Before a graph can take the place of a hyperedge, it needs some preparation. While a hyperedge is attached to a sequence of attachment nodes, a graph has to be equipped with a sequence of nodes.

Definition 3.4 (pointed graph). A pointed graph $\left\langle G, \operatorname{pin}_{G}\right\rangle$ is a graph with variables $G$ together with a sequence $\operatorname{pin}_{G}=v_{1} \ldots v_{n}$ of pairwise disjoint nodes from $G$ called pinpoints. We write $\operatorname{rank}\left(\left\langle G, \operatorname{pin}_{G}\right\rangle\right)$ for the number $n$ of nodes in $\operatorname{pin}_{G}$. For $x \in \operatorname{Var}$ with $\operatorname{rank}(x)=n, x^{\bullet}$ denotes the pointed graph with the nodes $v_{1}, \ldots, v_{n}$, an $x$-labeled hyperedge attached to $v_{1} \ldots v_{n}$, and pinpoints $v_{1} \ldots v_{n}$, and $\langle x\rangle$ denotes $x^{\bullet}$ with the hyperedge removed, i.e. the pointed graph consisting of the node sequence $v_{1} \ldots v_{n}$ only (see Figure 3.2).


Figure 3.2: Graphs $x^{\bullet}$ and $\langle x\rangle$ for an x-labeled hyperedge with $\operatorname{rank}(\mathrm{x})=n$.

With hyperedges and pointed graphs, we can now define the replacement of a hyperedge in some graph $G$ by a graph $R$. The replacement process connects the replacement graph $R$ with $G$, according to the tentacles of the hyperedge. Hyperedge replacement systems can be combined with a start graph to form a grammar, generating a language of graphs, see Chapter 2.3

Definition 3.5 (hyperedge replacement system). A hyperedge replacement system $\mathcal{R}$, short HR system, is a finite set of replacement pairs of the form $x / R$, also written $x^{\bullet} / R$, where $x \in \operatorname{Var}$ is a variable and $R$ a pointed $\operatorname{graph}$ with $\operatorname{rank}(x)=\operatorname{rank}(R)$.
Given a graph $G$, the application of the replacement pair $x / R \in \mathcal{R}$ to a hyperedge $y$ with label $x$ proceeds in two steps (see Figures 3.3 and 3.4):

1. Remove the hyperedge $y$ from $G$, yielding the graph $G-\{y\}{ }^{4}$
2. Construct the disjoint union $(G-\{y\})+R$ and fuse the $i^{\text {th }}$ node in $\operatorname{att}_{G}(y)$ with the $i^{\text {th }}$ attachment point of $R$, for $i=1, \ldots, \operatorname{rank}(y)$, yielding the graph $H$.


Figure 3.3: Application of replacement pair $x / R$.

Rules can also be represented in Backus-Naur form $x::=R_{1}\left|R_{2}\right| \ldots R_{n}$.

Remark. A hyperedge replacement rule $+/ R$ can also be formulated as a special form of double pushout graph transformation rules (see Chapter 2.3), where $L=+{ }^{\bullet}$ and $K=\langle+\rangle$, so rules have the form $\left\langle+^{\bullet} \hookleftarrow\langle+\rangle \hookrightarrow R\right\rangle$.
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Figure 3.4: Application of rule $+/ \stackrel{\bullet}{1} \longrightarrow \bullet \xrightarrow{+}$.

Definition 3.6 (derivation). $G$ directly derives $H$ by $x / R \in \mathcal{R}$, denoted by $G \Rightarrow_{x / R} H$ or $G \Rightarrow_{\mathcal{R}} H$. A sequence of direct derivations $G \Rightarrow_{\mathcal{R}} \ldots \Rightarrow_{\mathcal{R}} H$ is called a derivation from $G$ to $H$, denoted by $G \Rightarrow_{\mathcal{R}}^{*} H$. For every variable $x, \mathcal{R}(x)=\left\{G \in \mathcal{G}_{\text {Var }} \mid x^{\bullet} \Rightarrow_{\mathcal{R}}^{*} G\right\}$ denotes the set of all graphs derivable from $x^{\bullet}$ by $\mathcal{R}$.

Example 3.3. Starting from $+^{\bullet}=\underset{1}{\bullet} \xrightarrow{+} \underset{2}{\bullet}$, the hyperedge replacement system $\mathcal{R}$ with the rules given in Backus-Naur form

can derive the set of all directed paths from node 1 to node 2 .

In $\mathrm{HR}^{*}$ conditions, we substitute all variables by graphs, which are generated according to a hyperedge replacement system. Contrary to the replacement process defined above, this is based on variables instead of individual hyperedges, i.e. all hyperedges with the same label are replaced by isomorphic graphs simultaneously.

Definition 3.7 (substitution). A substitution induced by a hyperedge replacement system $\mathcal{R}$ is a mapping $\sigma$ : $\operatorname{Var} \rightarrow \mathcal{G}$ with $\sigma(x) \in \mathcal{R}(x)$ for all $x \in \operatorname{Var}$. The set of all substitutions induced by $\mathcal{R}$ is denoted by $\Sigma$. The substitution of all hyperedges with label $x$ in a graph $G$ by $\sigma(x)$ is obtained from $G$ by applying the rule $x / \sigma(x)$ to every hyperedge with label $x$ in $G$. Application of $\sigma$ to a graph $G$, denoted $\sigma(G)$ or $G^{\sigma}$, is obtained by substitution of all hyperedges in $G$ according to $\sigma$.


Figure 3.5: Substitution of hyperedges.
The simultaneous substitution of hyperedges plays an important role in the next part, defining the semantics of $\mathrm{HR}^{*}$ conditions.

## 3.2 $\mathrm{HR}^{*}$ graph conditions

Having defined hyperedge replacement, we can now extend nested conditions to contain variables, which are replaced by graphs according to a hyperedge replacement system. This provides a finite way to express structures of arbitrary size, with the variables acting as placeholders. $\mathrm{HR}^{*}$ conditions combine graphical notation with the usual first-order logical operators. In addition, the containment operator $\sqsupseteq$ provides a means to focus on a subgraph of a previously-defined graph and formulate constraints for this subgraph.

Assumption. In this PhD thesis, we consider injective $\mathrm{HR}^{*}$ conditions, i.e. $\mathrm{HR}^{*}$ conditions with injective morphisms, and injective / $\mathcal{M}$-satisfaction. For technical reasons, in Chapters 4 and 5 , we also consider arbitrary / $\mathcal{A}$-satisfaction to prove results on the expressive power of $\mathrm{HR}^{*}$ conditions.

Definition 3.8 (HR* condition). HR* $^{*}$ (graph) conditions over an $H R$ system $\mathcal{R}$, short conditions, are inductively defined:

1. For a graph $P$, true is a condition over $P$.
2. For an injective morphism $a: P \hookrightarrow C$ and a condition $c$ over $C, \exists(a, c)$ is a condition over $P$.
3. For an injective partial morphism $a: C \rightharpoonup P$ and a condition $c$ over $C, \exists(P \sqsupseteq C, c)$ is a condition over $P^{5}$
4. For conditions $c, c^{\prime}$ over $P, \neg c$ and $c \wedge c^{\prime}$ are conditions over $P$.
[^5]
## Chapter 3 HR* graph conditions

A (graph) constraint is an $\mathrm{HR}^{*}$ condition over the empty graph $\emptyset$.
$\mathrm{HR}^{*}$ conditions $c$ over $\mathcal{R}$ are denoted by $\langle c, \mathcal{R}\rangle$, or $c$ if $\mathcal{R}$ is clear from the context.

Notation. The following abbreviations are used: $\exists(a)$ abbreviates $\exists(a$, true $), \forall(a, c)$ abbreviates $\neg \exists(a, \neg c)$ and likewise for $\forall(P \sqsupseteq C, c)$, false abbreviates $\neg$ true, and $c \vee c^{\prime}$ abbreviates $\neg\left(\neg c \wedge \neg c^{\prime}\right)$. The domain of a morphism may be omitted if no confusion arises: $\exists(C, c)$ can replace $\exists(P \rightarrow C, c)$ in this case. Nodes with an arbitrary label are represented by $\circ$, e.g. for node label alphabet $\mathrm{L}_{V}, \exists(\underset{1}{\mathrm{o}})$ abbreviates $\bigvee_{a \in \mathrm{~L}_{V}} \exists\left(@_{1}\right)$. For readability, we sometimes omit parentheses and write e.g. $\underset{1}{\bullet} \xrightarrow{+} \underset{2}{\bullet}$ instead of $\exists(\underset{1}{\bullet} \xrightarrow{+} \underset{\sim}{\bullet})$.

Example 3.4. The following example shows an $\mathrm{HR}^{*}$ condition intuitively expressing the property "There exists a path from node 1 to node 2 ".

$H R^{*}$ conditions can also express the fact that a graph contains an even number of nodes:

$$
\exists(2, \nexists(2) \bullet)) \text { with } 2::=\emptyset \mid 2 \bullet \text {. }
$$

Here, the zero-tentacle hyperedge 2 is substituted by a discrete graph with an even number of nodes, and the condition states that the graph must contain this as a subgraph and no further node.

A more complicated example shows the use of the $\sqsupseteq$ operator.
Example 3.5. The following $\mathrm{HR}^{*}$ condition has the intuitive meaning "There is a path, and every inner node (i.e. every node that is part of the path except the first and the last) has at least three more outgoing edges, in addition to the path's edges".


The $\sqsupseteq$ operator is used here to "peek into" the graph generated from the +-labeled hyperedge. It splits the path from node 1 to 2 into two subpaths from 1 to 3 and from 3 to 2 . The universal quantifier ensures that the "three more outgoing edges" property holds for every such decomposition of the path. We use three different hyperedge symbols to represent three paths of independent length.

To understand how the above examples are evaluated, we define the formal semantics of $\mathrm{HR}^{*}$ conditions. An $\mathrm{HR}^{*}$ condition is checked by first substituting the occurring hyperedges with graphs generated according to the HR system. The resulting condition can then be checked in a way similar to nested conditions.

Definition 3.9 (satisfaction of $\mathbf{H R}^{*}$ conditions). Let $p: P \hookrightarrow G$ be an injective morphism with $P, G$ containing no hyperedges. The satisfaction of a condition $c$, written $p \models c$, is inductively defined as follows.

1. $p$ satisfies true.
2. $p$ satisfies $\exists(P \stackrel{a}{\hookrightarrow} C, c)$ if there is a substitution $\sigma$ with $\operatorname{Dom}(\sigma)=\operatorname{Var}(C)$ and an injective morphism $q: C^{\sigma} \hookrightarrow G$ such that $q \circ a^{\sigma}=p{ }^{6}$ and $q$ satisfies $c^{\sigma}$ (left image below).


3. $p$ satisfies $\exists(P \sqsupseteq C, c)$ with partial morphism $C \rightarrow^{a} P$ if there are a substitution $\sigma$ with $\operatorname{Dom}(\sigma)=\operatorname{Var}(C)$, an injective morphism $b: C^{\sigma} \hookrightarrow P$ with $b$ restricted to $C-\mathrm{Y}_{C}$ commuting with $a$ and an injective morphism $q: C^{\sigma} \hookrightarrow G$ such that $p \circ b=q$ and $q$ satisfies $c^{\sigma}$ (right image above).
4. $p$ satisfies $\neg c$ if $p$ does not satisfy $c . p$ satisfies $c \wedge c^{\prime}$ if $p$ satisfies $c$ and $c^{\prime}$.

A morphism $p$ satisfies a condition $c$ by substitution $\sigma$, written $p \models^{\sigma} c$, iff $p \models c^{\sigma}$. A graph $G$ satisfies a constraint $c$ if the morphism $\emptyset \hookrightarrow G$ satisfies $c$. We write $G \models c$ to denote that a graph $G$ satisfies $c$.

Example 3.6. Recall the HR* condition from Example 3.4 expressing the property "There exists a path from node 1 to node 2":


We check whether the graph $G=\underset{a}{\bullet \rightarrow} \rightarrow \stackrel{\bullet}{b} \rightarrow \boldsymbol{\bullet}$
We first expand the abbreviations and substitute $G$ by morphism $p: \emptyset \rightarrow G$ :

$$
p \models \exists(\emptyset \xrightarrow{a} \underset{\sim}{\bullet} \xrightarrow{+} \mathbf{\bullet} \text {, true }) .
$$

By Definition 3.9, $p$ satisfies the condition if there are a substitution $\sigma$ and an injective
 HR system, we expand $\stackrel{1}{1}^{+} \xrightarrow[2]{\bullet} \Rightarrow{ }_{\mathcal{R}}^{*} \stackrel{\bullet}{\mathbf{\bullet}} \rightarrow \mathbf{\bullet}_{3}^{\bullet} \rightarrow \underset{4}{\bullet} \rightarrow \mathbf{\bullet}$. This yields the condition

$$
\exists\left(\emptyset \xrightarrow{a^{\sigma}} \underset{1}{\bullet} \rightarrow \underset{4}{\bullet} \rightarrow \rightarrow_{2}^{\bullet} \rightarrow \text { true }\right) .
$$

[^6]
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We define morphism $q$ with $q(1)=a, q(3)=b, q(4)=c, q(2)=d$ and map the edges accordingly. Now $q=p \circ a^{\sigma}$ and, trivially, $q \models$ true, so $G$ satisfies $c$.

One might ask why the above semantics is based on the simultaneous substitution of variables and not on their individual replacement. Substitution makes it very easy to formulate an $\mathrm{HR}^{*}$ condition for a property like "there are two paths of equal length between two nodes 1 and 2 ":


Substitution and replacement as basis for the semantics of $\mathrm{HR}^{*}$ conditions are discussed in detail in Chapter 4.3 .

Remark. $\mathrm{HR}^{*}$ conditions extend both the HR conditions from (Habel and Radke, 2010) and the nested conditions from (Habel and Pennemann, 2009). The extension is straightforward, as the definition of HR conditions is equal to Definition 3.8 without item 3, and nested conditions are defined equally to Definition 3.8 without item 3 and without hyperedges. For nested conditions, it is possible to add a $\sqsupseteq$-operator, see Chapter 2.4.

### 3.3 Decidability of $\mathrm{HR}^{*}$ conditions

We now show that the satisfaction of an $\mathrm{HR}^{*}$ condition is decidable. This is based on the monotonicity of HR systems. A replacement system is monotone if $\left|x^{\bullet}\right| \leq|R| \square^{7}$ for each rule $x^{\bullet} / R \in \mathcal{R}$, i.e. each derivation step increases the size of the derived graph.

Fact 3.1 ((Habel, 1992$)$ ). For every hyperedge replacement system, there is an equivalent monotone one.

Using the above fact, we show that checking the validity of a condition for a graph is decidable.

## Theorem 3.1 (decidability of HR* conditions).

The validity problem for $\mathrm{HR}^{*}$ conditions is decidable, i.e. there is an algorithm that determines, for a given $\mathrm{HR}^{*}$ condition $c$ and a graph $G$, whether $G \models c$.

Proof. Let $c$ be a finite $\mathrm{HR}^{*}$ condition with replacement system $\mathcal{R}$ and $|G|=\left|\mathrm{V}_{G}\right|+\left|\mathrm{E}_{G}\right|$ be the size of a graph $G$. Without loss of generality, assume $\mathcal{R}$ to be monotone, so we can enumerate the set $\mathcal{R}^{n}(C)=\left\{H \in \mathcal{G}\left|C \Rightarrow_{\mathcal{R}}^{*} H \wedge\right| H \mid \leq n\right\}$ of all graphs derivable from $C$ by $\mathcal{R}$ which are not bigger than $n$.
For graph morphisms $p: P \hookrightarrow G$ with $|G|=n$ and $\operatorname{HR}^{*}$ conditions of the form $\exists(P \hookrightarrow C, c)$, we have $p \models \exists(P \hookrightarrow C, c) \Leftrightarrow p \models \exists\left(P \hookrightarrow C^{\sigma}, c^{\sigma}\right)$ for some substitution $\sigma$ iff there is an injective morphism $q: C^{\sigma} \hookrightarrow G$ such that $p=a \circ q$. For any $\sigma$ with $C^{\sigma} \geq|G|$, there

[^7]is no injective morphism $q$ : $C^{\sigma} \hookrightarrow G$. Thus, it suffices to check $p \models \exists\left(P \hookrightarrow C^{\sigma}, c^{\sigma}\right)$ for every $\sigma$ such that $\left|C^{\sigma}\right| \leq n$. The same argument applies for $\mathrm{HR}^{*}$ conditions of the form $\exists(P \sqsupseteq C, c)$. Thus, the validity problem for $\mathrm{HR}^{*}$ is decidable.

Example 3.7. Suppose we want to check whether the graph $G=\bullet \longrightarrow \bullet \longrightarrow \bullet \longrightarrow \bullet$ satisfies
 from Definition 3.9, we need to find a substitution $\sigma$ such that $G$ satisfies $\exists\left(\underset{1}{\bullet}{ }_{\xrightarrow{+}}^{\boldsymbol{\bullet}}\right)^{\sigma}$. Since the replacement system $\mathcal{R}$ is monotone, we can check different substitutions $\sigma$ in order of size:


Any condition with a graph bigger than (3) cannot be satisfied by $G$, since there is no injective mapping from a graph with more than four nodes to $G$. Thus, we do not need to check any bigger substitutions.

Theorem 3.1 is not only valid for $\mathrm{HR}^{*}$ conditions. One can also define conditions with a different replacement formalism, as long as the replacement systems are monotone. This does not influence the decidability of the validity problem.

Fact 3.2 (decidability of conditions with monotone replacement system).
The validity problem for graph conditions with variables and an arbitrary monotone replacement system is decidable, i.e. there is an algorithm that determines, for a given condition $c$ with monotone replacement system $\mathcal{R}$ and a graph $G$, whether $G \models c$.

### 3.4 Case study: car platooning

As a case study, we look at a the car platooning protocol suggested by (Hsu et al., 1991). In order to reduce traffic jams on highways, cars are organized into platoons. These platoons consist of cars driving on the same lane, at the same speed, and with narrow distance to each other in order to conserve road space and energy by slipstreaming.


Figure 3.6: A car platoon
Figure 3.6 shows a typical car platoon consisting of four cars: a leader, two followers and a terminator. The different types of cars are distinguished by their color. White color is used to represent an arbitrary car regardless of its type. Each type of car has
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certain constraints, which are expressed with $\mathrm{HR}^{*}$ conditions. Internally, the colors are modeled by a looping edge with a label signifying the color (which also means a white car can be represented by a node without such a looping edge). For visual clarity, we draw the car in the appropriate color instead of drawing the loop edge.

Free Agent: A single car not associated with any platoon, drawn in blue color. Free agents may have no in- or outgoing edges, including edges to itself:


Leader: The leading car of a platoon. Leaders are drawn in green.
Leaders have a path from a terminator (see below) and no further edges:

for all leaders,
there is a path from a terminator, and for the leader and its immediate follower, exactly one edge from follower to leader, no further outgoing edge, no further incoming edge and no loops on the leader.

Terminator: The last car of a platoon, drawn in red. Terminators have a path to a leader and no further edges:

for all terminators,
there is a path to a leader, and
from the terminator and the car before,
there is exactly one edge,
no further incoming edge,
no further outgoing edge and
no loops on the terminator.

Follower: Any member of a platoon except leader and terminator. Followers are drawn in gray. Followers have an incoming path from a terminator and an outgoing path to a
leader, and no further edges:


The above constraints can be combined into one by forming a conjunction.



$$
\nexists(\square) \wedge \square
$$

This constraint can be simplified to


The paths represented by "+"-labeled-edges are generated by the HR system

Note that the replacement rules can be applied to non-white cars because a node's color is modeled by a loop edge labeled with the color.
In the car platooning protocol, the cars can perform certain maneuvers. Cars can enter or leave the road, form platoons or split them. These maneuvers are represented as graph transformations rules.
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Createfa This rule creates a new free agent.
$\emptyset \Rightarrow$
DestroyFA Deletes a free agent. Since free agents have no in- or outgoing edges, deletion of the node always succeeds.
$\because \Rightarrow \emptyset$
Merge Merges two platoons (or free cars), given two suitable actors (i.e. leaders or free agents). One of the nodes becomes leader of the new platoon; the other node is (together with any followers it might have) appended to the end of the platoon. Since both nodes might be leaders, terminators or free agents, there are four different Merge rules.


PerformSplit Performs a split of a platoon. Since a split can happen at the first, the last or an intermediate car, there are three rules, plus one for the fringe case of a platoon of 2 cars.


Remark. In some of the above rules, the color of the car is changed. This is a kind of relabeling and can either be solved by using a category with morphisms that support relabeling like $\mathcal{M}, \mathcal{N}$-adhesive categories (Habel and Plump, 2012), or, as done here, by representing the color as a loop edge attached to the node.

The car platooning protocol introduced by (Hsu et al., 1991) was tackled and improved in several papers, among them (Bauer, 2006) and (Pennemann, 2009). The mentioned approaches have in common that they represent a platoon using a star topology, linking every follower in a platoon directly to its leader:


In this thesis, we take another, more realistic approach, linking the cars in a chain. In practice, this facilitates the formation of longer platoons without the need to increase transmission power of the wireless communication links and with less telecommunicative collisions.


## Bibliographic notes

HR* graph conditions generalize nested graph conditions (Habel and Pennemann, 2009) as well as HR conditions (Habel and Radke, 2010). While HR conditions support the use of variables in the graphs of a condition, $\mathrm{HR}^{*}$ conditions are built with an additional operator $\exists(P \sqsupseteq C, c)$. This enables $\mathrm{HR}^{*}$ conditions to "look into variables", i.e. in an HR ${ }^{*}$ condition $\exists(P \sqsupseteq C, c)$, morphism $b: C^{\sigma} \hookrightarrow P^{\sigma}$ may map nodes and edges in $C$ to nodes and edges generated by a variable in $P$. Nested conditions, in turn, are based on negative application conditions (Habel, Heckel, et al., 1996).
To describe languages of graphs which replace the variables, $\mathrm{HR}^{*}$ conditions use hyperedge replacement (Habel, 1992). More on the hyperedge replacement can be found in (Habel, 1992; Drewes, Habel, et al., 1997). Furthermore, (Plump and Habel, 1996) deals with graph unification and matching when substituting hyperedges.
As mentioned, any class of monotone replacement systems can be used for conditions with variables. A particularly interesting replacement mechanism is contextual hyperedge replacement (Drewes and Hoffmann, 2015), where the left-hand side of a rule might have a context. This makes the formulation of some languages of graphs easier; the author supposes that a variant of $\mathrm{HR}^{*}$ conditions using contextual hyperedge replacement would be more expressive than the hyperedge-replacement based approach of $\mathrm{HR}^{*}$ conditions. However, such an extension would also need more complicated matching algorithms and constructions.
Other extensions of nested conditions have been proposed. E-conditions (Poskitt and Plump, 2013) extend nested conditions with label variables, typed multi-labels and expressions over label variables, forming a simple attribution concept. The logic on subobjects from (Bruggink and B. König, 2010) introduces reasoning about subobjects and an operator $\sqsubseteq$ which works similar to the $\sqsupseteq$ operator in $\mathrm{HR}^{*}$ conditions. The logic on subobjects is exactly as expressive as monadic second-order logic on graphs. In (Poskitt and Plump, 2014), M-conditions were introduced as an extension to E-Conditions which are also expressively equivalent to monadic second-order logic. The $\mu$-conditions of (Flick, 2016) use a fixpoint semantics to express non-local properties like the existence of arbitrary-length paths. More on the expressiveness of $\mathrm{HR}^{*}$ conditions can be found in the next chapter.
Finally, HR* conditions have been applied in different contexts: (Kutz et al., 2012) suggest the use of $\mathrm{HR}^{*}$ conditions to represent classes of molecules in a chemical ontology. The abstract syntax of the traffic diagrams in (Linker, 2015) is based on graph transformation rules with $\mathrm{HR}^{*}$ application conditions.
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## Normal forms and variants of HR* conditions
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$\mathrm{HR}^{*}$ conditions can be used in different application scenarios. Each of these scenarios may have different requirements or preferences regarding the expressiveness, matching or substitution process. This part introduces several variants of $\mathrm{HR}^{*}$ conditions, compares them and shows, if possible, how they can be transformed into one another.
First, normal forms for $\mathrm{HR}^{*}$ conditions will be studied. Then, we will compare injective with arbitrary matching semantics, and substitution with replacement of variables.

### 4.1 Normal forms

Although the structure of $\mathrm{HR}^{*}$ conditions is clearly defined, it is sometimes advisable to have more rigid assumptions about the structure. This may make proofs and constructions easier, as well as lead to shorter and easier to understand conditions. Implementations of $\mathrm{HR}^{*}$ conditions may also benefit from improved performance if the formula is in some kind of normal form. For normal forms of nested conditions, see also (Pennemann, 2004 , Chapter 3.3) and (Pennemann, 2009, Table 6.3).

Equivalences for $\mathrm{HR}^{*}$ conditions. The table below shows several (rather trivial) equivalences for $\mathrm{HR}^{*}$ conditions, which can be used to simplify conditions. Such simplifications are especially useful to reduce the size of a condition blown up by some transformation
(e.g. the Shift ${ }^{*}$ construction from Chapter 6.1). Let $P$ be a graph, $a, a^{\prime}$ be morphisms, $c, c^{\prime}$ be $\mathrm{HR}^{*}$ conditions and $Q \in\{\forall, \exists\}$ be a quantifier.

$$
\begin{array}{ll}
Q\left(\operatorname{id}_{P}, c\right) & \equiv c \\
Q\left(a, Q\left(a^{\prime}, c\right)\right) & \equiv Q\left(a^{\prime} \circ a, c\right) \\
\neg \neg c & \equiv c \\
c \wedge c & \equiv c \\
c \vee c & \equiv c
\end{array}
$$

To improve the readability of an $\mathrm{HR}^{*}$ condition and to simplify it, one can try to "compress" it, i.e. aggregate nested subconditions $\exists(a, \exists(b, c))$ to $\exists(b \circ a, c)$ (since $\operatorname{Ran}(a)=$ Dom (b) per definition).

Definition 4.1 (compressed normal form). An $\mathrm{HR}^{*}$ condition is in compressed normal form, or compressed, if it contains no subformulas of the form $\exists(a, \exists(b))$ or $\neg \neg c$. $\triangle$

It is easy to bring a formula into compressed normal form. Directly nested quantifiers are combined and double negations eliminated.

Construction. We define the Compress operation inductively over the structure of HR * conditions. Let $a, b$ be morphisms and $c, c^{\prime}$ be $\mathrm{HR}^{*}$ conditions.

$$
\begin{array}{ll}
\operatorname{Compress}(\operatorname{true}) & =\text { true }, \\
\operatorname{Compress}(\exists(a, \exists(b, c))) & =\operatorname{Compress}(\exists(b \circ a, c)) \\
\operatorname{Compress}(\exists(a, c)) & =\exists(a, \operatorname{Compress}(c)) \text { if } c \neq \exists\left(b, c^{\prime}\right) \\
\operatorname{Compress}(\exists(P \sqsupseteq C, c)) & =\exists(P \sqsupseteq C, \operatorname{Compress}(c)), \\
\operatorname{Compress}(\neg c) & =\operatorname{Compress}\left(c^{\prime}\right) \text { if } c \neg c^{\prime} \text { and } \neg \operatorname{Compress}(c) \text { otherwise, } \\
\operatorname{Compress}\left(c \wedge c^{\prime}\right) & =\operatorname{Compress}(c) \wedge \operatorname{Compress}\left(c^{\prime}\right) .
\end{array}
$$

To be useful as a normal form, using Compress on an $\mathrm{HR}^{*}$ condition must not change the semantics of the condition.

## Lemma 4.1 (Well-formedness of compressed normal form).

For every $\mathrm{HR}^{*}$ condition $c$, $\operatorname{Compress}(c)$ is equivalent to $c$, i.e. for all morphisms $p$, $p \models c \Leftrightarrow p \models$ Compress $(c)$.

Proof. By induction over the structure of an $\mathrm{HR}^{*}$ condition $d$.
Basis. Case true: Trivial. By construction, $p \models$ Compress(true) $\Leftrightarrow p \models$ true.
Hypothesis. For condition $c$ and morphism $p$, assume that $p \vDash c \Leftrightarrow p \vDash$ Compress $(c)$. Step.
Case $\exists(a, c)$ : Assume $p \models \operatorname{Compress}(\exists(a, c))$. For $c \neq \exists\left(b, c^{\prime}\right)$, by construction and Definition 3.9, $p \models \operatorname{Compress}(\exists(a, c))$ iff $p \models \exists(a$, Compress $(c))$ iff $\exists q . p=q \circ a \wedge q \models$ Compress $(c)$. By the hypothesis, $\exists q . p=q \circ a \wedge q \models c$ and by Definition 3.9, $p \models \exists(a, c)$. For $c=\exists\left(b, c^{\prime}\right)$, by construction, $p \models \operatorname{Compress}\left(\exists\left(a, \exists\left(b, c^{\prime}\right)\right)\right)$ iff $p \models \operatorname{Compress}(\exists(b \circ$
$\left.a, c^{\prime}\right)$ ). Without loss of generality, assume $c^{\prime} \neq \exists\left(b^{\prime}, c^{\prime \prime}\right)$; otherwise, repeatedly apply the construction. Then $p \models \exists\left(b \circ a\right.$, Compress $\left.\left(c^{\prime}\right)\right)$, and by Definition 3.9 and the hypothesis, $\exists q . p=q \circ b \circ a \wedge q \models \operatorname{Compress}\left(c^{\prime}\right) \Leftrightarrow \exists q . p=q \circ b \circ a \wedge q \models c^{\prime}$. Let $q^{\prime}=q \circ b$. Then $\exists q^{\prime} \cdot p=q^{\prime} \circ a \wedge \exists q \cdot q^{\prime}=q \circ b \wedge q \models c^{\prime}$. By the semantics of $\mathrm{HR}^{*}$ conditions, $p \models \exists\left(a, \exists\left(b, c^{\prime}\right)\right)$.
Case $\exists(P \sqsupseteq C, c)$ : By construction and $\mathrm{HR}^{*}$ semantics, $p \models \exists(P \sqsupseteq C$, Compress $(c))$ iff $\exists a: C \hookrightarrow P, q \cdot q=p \circ a \wedge q \models \operatorname{Compress}(c)$. By the hypothesis, $\exists a: C \hookrightarrow P, q \cdot q=$ $p \circ a \wedge q \models c$, and by $\mathrm{HR}^{*}$ semantics, $p \models \exists(P \sqsupseteq C, c)$.
Case $\neg c$. For $c=\neg c^{\prime}$, by construction and the hypothesis, $p \models$ Compress $\left(\neg \neg c^{\prime}\right) \Leftrightarrow$ $p \models \operatorname{Compress}\left(c^{\prime}\right) \Leftrightarrow p \models c^{\prime} \Leftrightarrow p \models \neg \neg c^{\prime}$. For $c \neq \neg c^{\prime}$, by construction and hypothesis, $p \models \operatorname{Compress}(\neg c) \Leftrightarrow p \models \neg \operatorname{Compress}(c) \Leftrightarrow p \models \neg c$.
Case $c \wedge c^{\prime}$ : By construction and the hypothesis, $p \models \operatorname{Compress}\left(c \wedge c^{\prime}\right) \Leftrightarrow p \models$ Compress $(c) \wedge p \models \operatorname{Compress}\left(c^{\prime}\right) \Leftrightarrow p \models c \wedge p \models c^{\prime} \Leftrightarrow p \models\left(c \wedge c^{\prime}\right)$.

The compressed normal form shortens conditions $\exists(a, \exists(b, c))$ to $\exists(b \circ a, c)$. For proofs and constructions (such as the proof about substitution and replacement in Chapter 4.3), the opposite strategy may be beneficial: Every $\exists(P \hookrightarrow C, c)$ just adds a single node, edge or hyperedge to $C$. A similar idea is used by (Pennemann, 2009, Chapter 3.3) in the transformation Forms to translate nested conditions into first-order formulas.

Definition 4.2 (decompressed normal form). An $\mathrm{HR}^{*}$ condition is in decompressed normal form, or decompressed, if, for every subcondition $\exists(P \hookrightarrow C, c), C \cong P+o$, where $o$ is a single item of a graph (i.e. a node, edge or hyperedge).

Note that uniqueness is not claimed for decompressed normal form. In fact, the decompressed normal form is not deterministic, since a graph can generally be "decompressed" into components in different ways. However, for a unique and deterministic normal form, one can define an order over the items of each graph and perform the decompression along this order.
It is easy to bring a formula into decompressed normal form by decomposing the morphism $a$ in a condition $\exists(a, c)$ into several morphisms, each of whose codomains add only a single item to their respective domain.

Construction. We define the Decomp operation inductively over the structure of $\mathrm{HR}^{*}$ conditions.

```
\(\operatorname{Decomp}(\exists(P \hookrightarrow C, c)) \quad=\exists(P \hookrightarrow P+o, \operatorname{Decomp}(\exists(P+o \hookrightarrow C, c)))\) if \(P \neq C\) and
        Decomp (c) else
    where \(o\) is a single node, edge or hyperedge in \(C\)
Decomp(true) \(\quad=\) true
\(\operatorname{Decomp}(\exists(P \sqsupseteq C, c)) \quad=\exists(P \sqsupseteq C, \operatorname{Decomp}(c))\)
\(\operatorname{Decomp}(\neg c) \quad=\neg \operatorname{Decomp}(c)\)
\(\operatorname{Decomp}\left(c \wedge c^{\prime}\right) \quad=\operatorname{Decomp}(c) \wedge \operatorname{Decomp}\left(c^{\prime}\right)\).
```


## Lemma 4.2 (Well-formedness of decompressed normal form).

For every $\mathrm{HR}^{*}$ condition $c, \operatorname{Decomp}(c)$ is equivalent to $c$, i.e. for all morphisms $p$, $p \models c \Leftrightarrow p \models \operatorname{Decomp}(c)$.

Proof. By induction over the structure of an $\mathrm{HR}^{*}$ condition $d$.
Basis. Case true: Trivial. By construction, $p \models \operatorname{Decomp}($ true $) \Leftrightarrow p \models$ true.
Hypothesis. For condition $c$ and morphism $p$, assume that $p \neq c \Leftrightarrow p \vDash \operatorname{Decomp}(c)$.

## Step.

Case $\exists(P \stackrel{a}{\hookrightarrow} C, c)$ : For $P \cong C$, by the hypothesis, $p \models \operatorname{Decomp}(\exists(P \hookrightarrow C, c))$ iff $p \models c \Leftrightarrow$ $p \vDash \exists(P \hookrightarrow C, c)$.
For $P \not \equiv C$, by the construction and Definition 3.9, $p \models \operatorname{Decomp}(\exists(P \stackrel{a}{\hookrightarrow} C, c))$ iff $p \vDash \exists\left(P \stackrel{b}{\hookrightarrow} P+o, \operatorname{Decomp}\left(\exists\left(P+o \stackrel{b^{\prime}}{\hookrightarrow} C, c\right)\right)\right)$. By the hypothesis, $p \models \exists(P \stackrel{b}{\hookrightarrow} P+o, \exists(P+$ $\left.o \stackrel{b^{\prime}}{\hookrightarrow} C, c\right)$ ). Since $a=b^{\prime} \circ b, p \models \exists(P \stackrel{a}{\hookrightarrow} C, c)$.

Case $\exists(P \sqsupseteq C, c)$ : By construction and $\mathrm{HR}^{*}$ semantics, $p \models \exists(P \sqsupseteq C$, $\operatorname{Decomp}(c))$ iff $\exists a: C \hookrightarrow P, q \cdot q=p \circ a \wedge q \models \operatorname{Decomp}(c)$. By the hypothesis, $\exists a: C \hookrightarrow P, q \cdot q=p \circ a \wedge q \models c$, and by $\mathrm{HR}^{*}$ semantics, $p \models \exists(P \sqsupseteq C, c)$.
Case $\neg c$. By construction and hypothesis, $p \models \operatorname{Decomp}(\neg c) \Leftrightarrow p \models \neg \operatorname{Decomp}(c) \Leftrightarrow$ $p \mid=\neg c$.

Case $c \wedge c^{\prime}$ : By construction and the hypothesis, $p=\operatorname{Decomp}\left(c \wedge c^{\prime}\right) \Leftrightarrow p=\operatorname{Decomp}(c) \wedge$ $p \models \operatorname{Decomp}\left(c^{\prime}\right) \Leftrightarrow p \models c \wedge p \models c^{\prime} \Leftrightarrow p \models\left(c \wedge c^{\prime}\right)$.

Example 4.2. Let $d=\exists(\underset{1}{\bullet} \underset{2}{\bullet}, \neg \exists(\underset{1}{\bullet} \rightarrow \stackrel{\bullet}{2}))$. Then $\operatorname{Decomp}(d)=\exists(\stackrel{\bullet}{1}, \neg \exists(\underset{1}{\bullet} \underset{2}{\bullet}, \exists(\underset{1}{\bullet \rightarrow \rightarrow} \underset{2}{\bullet})))$, meaning that there are no two nodes 1,2 with an edge from 1 to 2 .

## 4.2 $\mathrm{HR}^{*}$ conditions with arbitrary satisfaction

In Definition 3.9, the semantics of $\mathrm{HR}^{*}$ conditions is defined using injective morphisms. An alternative satisfaction definition for $\mathrm{HR}^{*}$ conditions uses arbitrary instead of injective morphisms. This provides a means to identify nodes or edges in the condition. The concept of defining variables which may later be identified is nearer to logic formulas, where constructions like " $\exists x, y \cdot x=y \Rightarrow \ldots$ " are common. We show that, for a subset of $\mathrm{HR}^{*}$ conditions, both the injective semantics from Definition 3.9 and the alternative definition are expressively equivalent. The results of this chapter will be used in Chapter 5 to establish a relationship between $\mathrm{HR}^{*}$ conditions and logical formulas.

Assumption. Let $\mathcal{A}$ be the class of (arbitrary) graph morphisms and recall that $\mathcal{M}$ is the class of injective graph morphisms.

Definition 4.3 ( $\mathcal{A}$-satisfaction). For an HR system $\mathcal{R}$, a substitution $\sigma \in \Sigma^{*}$ and a morphism $p: P^{\sigma} \rightarrow G, \mathrm{HR}^{*}$ condition $c$ is $\mathcal{A}$-satisfied by $p$, written $p=\mathcal{A} c$, as defined in Definition 3.9, except that morphisms $p$ and $q$ are in $\mathcal{A}$ (i.e. arbitrary). Let $\mathcal{M}$-satisfaction for $\mathrm{HR}^{*}$ conditions be synonymous to the satisfaction in Definition 3.9. $\triangle$

Notation. In order to distinguish between arbitrary and injective satisfaction, we will denote them as $\mathcal{A}$-satisfaction and $\mathcal{M}$-satisfaction, respectively. We write $p \models_{\mathcal{A}} c$ and $p \models_{\mathcal{M}} c$ to denote that $p \mathcal{A}$ - or $\mathcal{M}$-satisfies $c$, respectively.

For nested conditions, $\mathcal{A}$ - and $\mathcal{M}$-satisfaction are equivalent (Habel and Pennemann, 2009). For $\mathrm{HR}^{*}$ conditions in general, this seems not to be the case: With $\mathcal{A}$-satisfiable $\mathrm{HR}^{*}$ conditions, it is quite easy to let a variable match an arbitrary graph by unifying nodes and edges after substituting the hyperedges. Since the set of all graphs is not expressible by hyperedge replacement, this is not possible with $\mathcal{M}$-satisfiable $\mathrm{HR}^{*}$ conditions. However, we can restrict hyperedges to represent sets of nodes only, without any edges. These restricted HR* conditions are dubbed Set conditions. For Set conditions, we will show that every $\mathcal{A}$-satisfiable condition can be transformed into an equivalent $\mathcal{M}$-satisfiable condition.

Definition 4.4 (Set condition). An $\mathrm{HR}^{*}$ condition is a Set condition if its replacement system $\mathcal{R}$ generates, for each variable x , only discrete graphs, i.e. graphs without edges (or hyperedges).

Remark. A Set condition can be regarded as an $\mathrm{HR}^{*}$ condition $\langle c, \mathcal{R}\rangle$, where $\mathcal{R}$ consists only of set rules of the form $\mathbb{Q}::=\emptyset|\bullet \mathbb{Q}| \mathbb{\boxtimes}$. These rules only generate discrete graphs.

We will now show that it is possible to transform an $\mathcal{A}$-satisfiable Set condition into an $\mathcal{M}$-satisfiable Set condition.

## Theorem 4.1 (from $\mathcal{A}$ - to $\mathcal{M}$-satisfaction for Set conditions).

For every Set condition $c$, there is a Set condition $\operatorname{Cond}_{\mathcal{M}}(c)$ such that for every morphism $n$,

$$
n \models_{\mathcal{A}} c \Longleftrightarrow n \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(c) .
$$

Likewise, for every graph $G$,

$$
G \models_{\mathcal{A}} c \Longleftrightarrow G \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(c) .
$$

Before we can prove the above theorem, we need to prove an auxiliary lemma, which ensures that a substitution $\sigma$ followed by an arbitrary morphism $b: G^{\sigma} \rightarrow H$ can be reached "the other way round", i.e. by having a "small" substitution (in the sense that it consists of a bounded number of derivation steps), followed by a morphism and another substitution (with no bounds on the number of derivation steps).

## Lemma 4.3 (commutativity of morphisms with set rules).

Let $G$ be a graph, $\mathcal{R}$ a replacement system consisting of set rules only, $\sigma$ a substitution and $b: G^{\sigma} \rightarrow H$ a morphism. Then there are substitutions $\tau$ and $\sigma^{\prime}$ consisting of set rules only, and a morphism $b^{\prime}: G^{\tau} \rightarrow G^{\prime}$ such that $b^{\prime}(\sigma(x))=\sigma^{\prime}(b(\tau(x)))$ for all nodes and edges $x$ in $G$ and $\tau$ consists of no more than $|G|$ replacement steps.

Chapter 4 Normal forms and variants of $\mathrm{HR}^{*}$ conditions


Every pair of items $u, v$ that are identified by morphism $b$ also have to be identified by $b^{\prime}$. The role of $\tau$ is to generate all items which are unified by $b$ with another item not part of $G$ (i.e. generated from a hyperedge by $\sigma$ ).

Construction. Without loss of generality, we assume only a single pair $u, v$ of items to be identified by $b$; we can construct $b^{\prime}$ and $\sigma^{\prime}$ step-by-step for every such pair of identified items.
If $b$ is injective for a pair of items $u^{\sigma}, v^{\sigma} \in G^{\sigma}$ with preimages $u, v$ in $G$, then $\tau(u)=u$, $b^{\prime}(u)=b(u), \sigma^{\prime}\left(b^{\prime}\left(u^{\prime}\right)\right)=b\left(u^{\sigma}\right)$ and likewise for $v^{\prime}$.
For every pair of items $u, v$ in $G^{\sigma}$ with $b(u)=b(v)$, before the application of $\sigma$, we have either
(a) $u, v \in G$. Then let $\tau(u)=u, \tau(v)=v, b^{\prime}(u)=b^{\prime}(v)=b(u)$ and $\sigma^{\prime}(b(u))=b(u)$ :

(b) a hyperedge $y \in G$ with both $u, v \in \sigma(y)$. Then let $\tau(y)=y, b^{\prime}(y)=y$ and $\sigma^{\prime}(y)=b(\sigma(y))$ :

(c) a hyperedge $y \in G$ with $u \in \sigma(y)$ and $v \in G$ (or vice versa). Then let $\tau(y)=y^{\prime}+u$, $\tau(v)=v, b^{\prime}(u)=b^{\prime}(v)=b(u), b^{\prime}\left(y^{\prime}\right)=y^{\prime}, \sigma^{\prime}\left(y^{\prime}\right)=b(\sigma(y)-u)$ and $\sigma^{\prime}(b(u))=b(u)$ :

(d) two non-identical hyperedges $y_{u}, y_{v} \in G$ with $u \in \sigma\left(y_{u}\right)$ and $v \in \sigma\left(y_{v}\right)$. Then let $\tau\left(y_{u}\right)=y_{u}^{\prime}+u, b^{\prime}\left(y_{u}^{\prime}\right)=y_{u}^{\prime}, \sigma^{\prime}\left(y_{u}^{\prime}\right)=b\left(\sigma\left(y_{u}\right)-u\right)$ and likewise for $y_{v}$, and $b^{\prime}(u)=b^{\prime}(v)=b(u), \sigma^{\prime}(b(u))=b(u):$


Proof (of Lemma 4.3). We show that for every item $u$ in $G, \sigma^{\prime}\left(b^{\prime}(\tau(u))\right)=b(\sigma(u))$. The proof proceeds along the cases given in the construction.
If $u$ is not identified with another item $v$ by $b$, by construction, $\sigma^{\prime}\left(b^{\prime}(\tau(u))\right)=\sigma^{\prime}\left(b^{\prime}(u)\right)=$ $\sigma^{\prime}(b(u))=b(\sigma(u))$.
(a) By construction, $\sigma^{\prime}\left(b^{\prime}(\tau(u))\right)=\sigma^{\prime}(b(u))=b(u)=\sigma(b(u))$. Likewise, $\sigma^{\prime}\left(b^{\prime}(\tau(v))\right)=$ $\sigma^{\prime}(b(v))=b(u)=b(v)=\sigma(b(v))$.
(b) By construction, $\sigma^{\prime}\left(b^{\prime}(\tau(y))\right)=\sigma^{\prime}(y)=b(\sigma(y))$.
(c) By construction, $\sigma^{\prime}\left(b^{\prime}(\tau(y))\right)=\sigma^{\prime}\left(b^{\prime}\left(y^{\prime}+u\right)\right)=\sigma^{\prime}\left(y^{\prime}+b(u)\right)=b(\sigma(y)-u)+b(u)=$ $b(\sigma(u))$. For $v$, we have $\sigma^{\prime}\left(b^{\prime}(\tau(v))\right)=\sigma^{\prime}(b(u))=b(u)=\sigma(b(u))$.
(d) By construction, $\sigma^{\prime}\left(b^{\prime}\left(\tau\left(y_{u}\right)\right)\right)=\sigma^{\prime}\left(b^{\prime}\left(y_{u}^{\prime}+u\right)\right)=\sigma^{\prime}\left(y_{u}^{\prime}-b(u)\right)=b\left(\sigma\left(y_{u}\right)+u\right)-b(u)=$ $b\left(\sigma\left(y_{u}\right)\right)$. For $y_{v}$, the proof is analogous.

Every item $u$ that is unified with another item $v$ adds zero (cases a,b) or one (cases $\mathrm{c}, \mathrm{d}$ ) step from $\mathcal{R}$ to $\tau$. A maximum of $|G|-1$ items can be identified in a graph of size $|G|$, so $\tau$ consists of no more than $|G|$ derivation steps.

Example 4.3. Let $G=\mathrm{A} \mathrm{B}, \sigma(\mathrm{A})=\stackrel{\bullet}{\mathbf{\bullet}}, \sigma(\mathrm{B})=\underset{3}{\bullet} \stackrel{\bullet}{4}_{\mathbf{\bullet}}^{\bullet}$. Let $b: G^{\sigma} \rightarrow H$ be the identity except for $b(5)=4$ and $b(2)=3$. The diagram below shows the construction of $\tau, b^{\prime}$ and $\sigma^{\prime}$.


We use "speaking" variable names to emphasize the way in which the construction splits up the hyperedges labeled A and B into three hyperedges containing the nodes of $\mathrm{A}-\mathrm{B}, \mathrm{A} \cap \mathrm{B}$ and $\mathrm{B}-\mathrm{A}$, respectively.

We continue to prove that $\mathcal{A}$-satisfiable set conditions can be transformed into $\mathcal{M}$ satisfiable Set conditions.

Idea. Under $\mathcal{A}$-satisfaction, items generated by a hyperedge may be identified with items generated by another hyperedge or with items present before substitution. Hence, a substitution $\tau$ is used to split up hyperedges into different parts (each represented by a hyperedge with a fresh name), each of which may be identified with another part of the graph. Replacement rules for the new hyperedge names are added as needed.
Construction. Let $\mathcal{E}(P)$ denote the set of all surjective morphisms with domain $P$. For spans $C \stackrel{a}{\leftarrow} P \xrightarrow{b} P^{\prime}$, let $\mathcal{E}^{\prime}(a, b)$ be the set of all jointly surjective cospans $C \xrightarrow{b^{\prime}} C^{\prime} \stackrel{a^{\prime}}{\leftarrow} P^{\prime}$.

For every condition $c$ over $P$, let $\operatorname{Cond}_{\mathcal{M}}(c)=\operatorname{Cond}_{\mathcal{M}}(P \rightarrow P, c)$ where the latter is defined inductively as follows:
$\operatorname{Cond}_{\mathcal{M}}(b, \exists(P \xrightarrow{a} C, c))=\bigvee_{\tau \in \Sigma_{k},\left(a^{\prime}, b^{\prime}\right) \in \mathcal{E}^{\prime}\left(a^{\tau}, b\right)} \exists\left(a^{\prime}, \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c\right)\right)$, where $k=|C-P|$ and $\Sigma_{k}$ is the set of all substitutions $C \Rightarrow \leq^{\leq k} C^{\tau}$ over $C$ with no more than $k$ steps,
$\operatorname{Cond}_{\mathcal{M}}(b, \exists(P \sqsupseteq C, c))=\bigvee_{\tau \in \operatorname{Sigma}_{k}, b^{\prime} \in \mathcal{E}(C)} \exists\left(P \sqsupseteq b\left(C^{\tau}\right), \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right)\right)$.
The rest is straightforward:
$\operatorname{Cond}_{\mathcal{M}}(b$, true $)=$ true
$\operatorname{Cond}_{\mathcal{M}}(b, \neg c)=\neg \operatorname{Cond}_{\mathcal{M}}(b, c)$, and
$\operatorname{Cond}_{\mathcal{M}}(b, c \wedge d)=\operatorname{Cond}_{\mathcal{M}}(b, c) \wedge \operatorname{Cond}_{\mathcal{M}}(b, d)$.



Example 4.4. In the following example, we convert the condition $\forall(\mathbb{A}, \exists(\mathbb{A} \underset{\bullet}{\bullet}))$ from $\mathcal{A}$-satisfiable into $\mathcal{M}$-satisfiable form. There are many duplicate cases and cases which are subsumed by others; we leave most of these out to clarify what is happening in the construction.


$$
\begin{aligned}
& \forall\left(\left(\mathrm{A}, \operatorname{Cond}_{\mathcal{M}}(\mathrm{A} \rightarrow \mathrm{~A}, \exists(\mathrm{~A} \stackrel{\bullet}{c}))\right) \wedge \forall\left(\emptyset, \operatorname{Cond}_{\mathcal{M}}(\emptyset \rightarrow \emptyset, \exists(\stackrel{\bullet}{c}))\right)=\right. \\
& \forall(\text { (A) }, \exists(\mathrm{A} \stackrel{\bullet}{\mathrm{c}}))) \wedge \forall(\emptyset, \exists(\stackrel{\bullet}{c}))
\end{aligned}
$$

In a similar fashion, we can convert $\exists(\bar{A} \sqrt{B})$ into $\mathcal{M}$-satisfiable form:

$$
\begin{aligned}
& \operatorname{Cond}_{\mathcal{M}}(\emptyset \rightarrow \emptyset, \exists(\mathrm{A} B))= \\
& \exists(\emptyset) \vee \exists(\mathrm{A}) \vee \exists(\mathrm{B}) \vee \exists(\mathrm{A}(\mathrm{~B}) \vee \exists(\overline{\mathrm{A}-\mathrm{B}} \overline{\mathrm{~A} \cap \mathrm{~B}} \overline{\mathrm{~B}-\mathrm{A}}) \\
& \equiv \exists(\mathrm{A}-\mathrm{B} \quad \mathrm{~A} \cap \mathrm{~B} \overline{\mathrm{~B}-\mathrm{A}})
\end{aligned}
$$

Proof (of Theorem 4.1). We proceed by induction over the structure of Set conditions. The proof is straightforward for conditions of the form true, $c \wedge d$ as well as $\neg c$.

Our induction hypothesis is that for any subcondition $c$ and morphisms $q^{\prime}: P^{\prime} \rightarrow G$ and $b^{\prime}: P \rightarrow P^{\prime}, q^{\prime} \circ b=_{\mathcal{A}} c \Longleftrightarrow q^{\prime}=_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(b, c)$.

Case $\exists(a, c), " \Leftarrow "$ :
Assume $p^{\prime}=_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(\exists(a, c))$. By construction of $\operatorname{Cond}_{\mathcal{M}}$, this equals $p^{\prime}=_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(b, \exists(a, c)) \Leftrightarrow p^{\prime} \models_{\mathcal{M}} \bigvee_{\tau \in \Sigma^{k},\left(a^{\prime}, b^{\prime}\right) \in \mathcal{E}^{\prime}\left(C^{\tau}, P^{\prime}\right)} \exists\left(a^{\prime}, \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right)\right)$.
By the semantics of $\mathrm{HR}^{*}$ conditions, this is equivalent to
$\exists \sigma^{\prime}, a^{\prime \sigma^{\prime}}: P^{\prime} \hookrightarrow C^{\sigma^{\prime}}, b^{\prime}, q^{\prime}: C^{\sigma^{\prime}} \hookrightarrow G \cdot p^{\prime}=q^{\prime} \circ a^{\prime \sigma^{\prime}} \wedge q^{\prime} \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right)^{\sigma^{\prime}}$.
We construct a substitution $\sigma^{\prime \prime}$ and a morphism $b^{\prime \prime}$ such that $\sigma^{\prime \prime}\left(b^{\prime}(x)\right)=b^{\prime \prime}\left(\sigma^{\prime}(x)\right)$ for all items $x$ in $C^{\tau}$. Now, we can construct $\sigma=\sigma^{\prime \prime} \circ \tau, a^{\sigma}: P \rightarrow C^{\sigma}, q=q^{\prime} \circ b^{\prime \prime}$. Then $q^{\prime} \circ b^{\prime \prime} \circ a^{\sigma}=p^{\prime} \circ b$, thus $p=q \circ a^{\sigma}$.
By $\sigma^{\prime \prime} \circ b^{\prime}=\sigma^{\prime} \circ b^{\prime \prime}$ and the induction hypothesis, we have $q^{\prime} \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right)^{\sigma^{\prime}} \Leftrightarrow q^{\prime} \models_{\mathcal{M}}$ $\operatorname{Cond}_{\mathcal{M}}\left(b^{\prime \prime}, c^{\sigma^{\prime \prime} \circ \tau}\right) \Leftrightarrow q^{\prime} \circ b^{\prime \prime} \models_{\mathcal{A}} c^{\sigma^{\prime \prime} \circ \tau}$. Together, this yields $\exists \sigma=\sigma^{\prime \prime} \circ \tau, a^{\sigma}: P \rightarrow C^{\sigma}, q=$ $q^{\prime} \circ b^{\prime \prime} . p=q \circ a^{\sigma} \wedge q \circ b^{\prime} \models_{\mathcal{A}} c^{\sigma^{\prime \prime} \circ \tau} \Leftrightarrow \exists \sigma, a^{\sigma}: P \rightarrow C^{\sigma}, q: C^{\sigma} \rightarrow G . p=q \circ a^{\sigma} \wedge q \models_{\mathcal{A}} c^{\sigma} \Leftrightarrow$ $p \models_{\mathcal{A}} \exists(a, c)$.


Case $\exists(a, c), " \Rightarrow "$ Assume $p^{\prime} \circ b \neq \mathcal{A} \exists(a, c)$.
By the definition of $\mathcal{A}$-satisfaction, this equals $\exists \sigma, a^{\sigma}, q \cdot p^{\prime} \circ b=q \circ a^{\sigma} \wedge q \models c^{\sigma}$.
Using epi-mono-factorization (see (H. Ehrig, K. Ehrig, Prange, et al., 2006)) on $q$, we split $q=q_{h}^{\prime} \circ b_{h}^{\prime \prime}$. Let $\left(a^{\prime \sigma^{\prime}}, b^{\prime \prime}\right)$ be the pushout of the span $\left(b, b_{h} \circ a^{\sigma}\right)$ with pushout object $C^{\prime \sigma^{\prime}}$. Note that $\left(a^{\prime \sigma^{\prime}}, b^{\prime \prime}\right)$ are jointly surjective. By Lemma 4.3, we construct morphism $b_{h}: C \rightarrow C_{h}$ and substitution $\sigma_{h}^{\prime}$ such that $\sigma_{h}^{\prime}\left(b_{h}(x)\right)=b^{\prime \prime}(\sigma(x))$ for all $x$ in $C$. We split
$\sigma_{h}^{\prime}=\sigma^{\prime} \circ \tau_{h}$, as per the Lemma. Note that $\tau_{h}$ consists of no more than $|C|$ replacement steps. Let $C^{\prime}=\tau_{h}\left(C_{h}\right)$. We can now construct substitution $\tau$ and morphism $b^{\prime}: C^{\tau} \rightarrow C^{\prime}$ such that $\sigma_{h}^{\prime}\left(b_{h}(x)\right)=b^{\prime \prime}(\sigma(x))$ for all $x$ in $C$. Since $\tau_{h}$ consists of no more than $|C|$ replacement steps, $\tau$ does, too, and $\tau \in \sigma_{|C|}$. Since the pair ( $a^{\prime \sigma^{\prime}}, b^{\prime}$ ) is jointly surjective, $p^{\prime}$ satisfies $\exists\left(a^{\prime}, \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right)\right)$ with $\left(a^{\prime}, b^{\prime}\right) \in \mathcal{E}(C)$. By the induction hypothesis, we have $q \models_{\mathcal{A}} c \Leftrightarrow q^{\prime} \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right)$. Together, this yields
$\exists \sigma^{\prime}, a^{\prime \sigma^{\prime}}: P \rightarrow C^{\prime \sigma^{\prime}}, q^{\prime}: C^{\prime \sigma^{\prime}} \rightarrow G . p^{\prime}=q^{\prime} \circ a^{\prime \sigma^{\prime}} \wedge q^{\prime} \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right) \equiv$
$p^{\prime} \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(b, \exists(a, c))$.
Case $\exists(P \sqsupseteq C, c)$, " $\Leftarrow$ ":
$p^{\prime} \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(b, \exists(P \sqsupseteq C, c)) \Leftrightarrow p^{\prime} \models_{\mathcal{M}} \bigvee_{\tau \in \Sigma_{k}, b^{\prime} \in \mathcal{E}(C)} \exists\left(P \sqsupseteq b\left(C^{\tau}\right), \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right)\right) \Leftrightarrow$ $\exists \tau \in \Sigma_{k}, b^{\prime} \in \mathcal{E}(C) . p^{\prime} \models \exists\left(P \sqsupseteq b\left(C^{\tau}\right), \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right)\right)$. Let $C^{\prime}=b\left(C^{\tau}\right)$. Then $\exists \tau \in$ $\Sigma_{k}, b^{\prime} \in \mathcal{E}(C), \sigma^{\prime} \in \Sigma, a^{\prime}: C^{\prime \sigma^{\prime}} \hookrightarrow P^{\sigma^{\prime}}, q^{\prime}: C^{\prime \sigma^{\prime}} \rightarrow G \cdot q^{\prime}=p^{\prime} \circ a^{\prime} \wedge q^{\prime}=_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c\right)$. We construct substitution $\sigma^{\prime \prime}$ and morphism $b^{\prime \prime}:\left(C^{\tau}\right)^{\sigma^{\prime \prime}} \rightarrow C^{\prime \sigma^{\prime}}$ such that $\sigma^{\prime}\left(b^{\prime}(x)\right)=$ $b^{\prime \prime}\left(\sigma^{\prime \prime}(x)\right)$ for all $x$ in $C^{\tau}$. Let $\sigma=\sigma^{\prime \prime} \circ \tau$ and $q=q^{\prime} \circ b^{\prime \prime}$.
By the induction hypothesis, $q^{\prime} \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right) \Leftrightarrow q \models_{\mathcal{A}} c$. Then there is an injective morphism $a$ : $C^{\sigma} \hookrightarrow P$ such that $p^{\prime} \circ b \circ a=q$ and $q \models_{\mathcal{A}} c \equiv p^{\prime} \circ b \models_{\mathcal{A}} \exists(P \sqsupseteq C, c)$.


Case $\exists(P \sqsupseteq C, c)$, " $\Rightarrow$ ": Assume $p^{\prime} \circ b \models_{\mathcal{A}} \exists(P \sqsupseteq C, c)$.
By the definition of $\mathcal{A}$-satisfaction, this equals $\exists \sigma, a: C^{\sigma} \hookrightarrow P, q \cdot q=p^{\prime} \circ b \circ a \wedge q \models c^{\sigma}$. Using epi-mono-factorization on $q$, we split $q=q_{h}^{\prime} \circ b_{h}^{\prime \prime}$. By Lemma 4.3, we construct morphism $b_{h}: C \rightarrow C_{h}$ and substitution $\sigma_{h}^{\prime}$ such that $\sigma_{h}^{\prime}\left(b_{h}(x)\right)=b^{\prime \prime}(\sigma(x))$ for all $x$ in $C$. We split $\sigma_{h}^{\prime}=\sigma^{\prime} \circ \tau_{h}$, as per the Lemma. Note that $\tau_{h}$ consists of no more than $|C|$ replacement steps. Let $C^{\prime}=\tau_{h}\left(C_{h}\right)$. We can now construct substitution $\tau$ and morphism $b^{\prime}: C^{\tau} \rightarrow C^{\prime}$ such that $\sigma_{h}^{\prime}\left(b_{h}(x)\right)=b^{\prime \prime}(\sigma(x))$ for all $x$ in $C$. Since $\tau_{h}$ consists of no more than $|C|$ replacement steps, $\tau$ does, too, and $\tau \in \sigma_{|C|}$. By the induction hypothesis, we have $q \models_{\mathcal{A}} c \Leftrightarrow q^{\prime} \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right)$. Together, this yields $\exists \sigma^{\prime}, a^{\prime}: C^{\prime \prime \sigma^{\prime}} \rightarrow P^{\prime}, q^{\prime}: C^{\prime \sigma^{\prime}} \rightarrow$ $G . q^{\prime}=p^{\prime} \circ a^{\prime} \wedge q^{\prime} \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}\left(b^{\prime}, c^{\tau}\right) \Leftrightarrow p^{\prime} \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(b, \exists(P \sqsupseteq C, c))$.
For $b=\operatorname{id}_{P}$, we thus have $n \models_{\mathcal{A}} c \Longleftrightarrow n \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(c)$.
$G \models_{\mathcal{A}} c \Longleftrightarrow G \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(c)$ follows directly from the definition of satisfaction by choosing $n: \emptyset \hookrightarrow G$.

Theorem 4.1 shows that for Set conditions, $\mathcal{M}$-satisfaction is (at least) as expressive as $\mathcal{A}$-satisfaction. This fact will be used in Chapter 5.2 to show that counting monadic second-order formulas can be expressed as $\mathrm{HR}^{*}$ conditions.
The consequence of Definition 4.3 is that nodes and edges in $\mathcal{A}$-satisfiable $\mathrm{HR}^{*}$ conditions no longer have a disjoint image in graph $G$ by default, but may be identified. We showed $\mathcal{A}$-satisfaction to be as expressive as $\mathcal{M}$-satisfaction. We now show that the converse is also true: it is possible to find an equivalent $\mathcal{A}$-satisfiable $\mathrm{HR}^{*}$ condition for every $\mathcal{M}$-satisfiable $\mathrm{HR}^{*}$ condition.

## Theorem 4.2 (from $\mathcal{M}$ - to $\mathcal{A}$-satisfaction).

For every $\mathrm{HR}^{*}$ condition $c$ over $P$, there is an $\mathrm{HR}^{*}$ condition $\operatorname{Cond}_{\mathcal{A}}(c)$ such that for every morphism $p: P \hookrightarrow G$,

$$
p \models_{\mathcal{M}} c \Longleftrightarrow p \models_{\mathcal{A}} \operatorname{Cond}_{\mathcal{A}}(c) .
$$

Likewise, for every graph $G$,

$$
G \models_{\mathcal{M}} c \Longleftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}_{\mathcal{A}}(c) .
$$

Idea. Each subcondition of the form $\exists(P \hookrightarrow C, c)$ in the $\mathcal{A}$-satisfiable condition is supplemented with a condition $\operatorname{noId}(C)$, which ensures that no items in $C$ are identified.

Construction $\left(\operatorname{Cond}_{\mathcal{A}}\right)$. For a condition $\exists(P \hookrightarrow C, c)$, let

$$
\begin{aligned}
& \operatorname{Cond}_{\mathcal{A}}(\exists(P \hookrightarrow C, c))=\exists\left(P \rightarrow C, \operatorname{Cond}_{\mathcal{A}}(c) \wedge \operatorname{noId}(C)\right)
\end{aligned}
$$

noId is a condition over $C$ ensuring that no two nodes or edges in $C$ are identified in $G$ by a non-injective match $q$. For all other conditions, $\operatorname{Cond}_{\mathcal{A}}$ is straightforwardly passed on: $\operatorname{Cond}_{\mathcal{A}}($ true $)=$ true $\operatorname{Cond}_{\mathcal{A}}(\exists(P \sqsupseteq C, c))=\exists\left(P \sqsupseteq C, \operatorname{Cond}_{\mathcal{A}}(c)\right), \operatorname{Cond}_{\mathcal{A}}(\neg c)=$ $\neg \operatorname{Cond}_{\mathcal{A}}(c)$ and $\operatorname{Cond}_{\mathcal{A}}\left(c \wedge c^{\prime}\right)=\operatorname{Cond}_{\mathcal{A}}(c) \wedge \operatorname{Cond}_{\mathcal{A}}\left(c^{\prime}\right)$.

Example 4.5. The $\mathrm{HR}^{*}$ condition Even $\left.=\exists(2, \nexists(2) \bullet)\right)$ with $22::=\emptyset \mid 2:$ expresses the property "the graph has an even number of nodes" with $\mathcal{M}$-satisfaction. With $\mathcal{A}$-satisfaction, the same condition would express "the graph has any number of nodes (including zero)", i.e. be equivalent to true. Using the construction of $\operatorname{Cond}_{\mathcal{A}}$, we get

$$
\begin{aligned}
& \left.\left.\operatorname{Cond}_{\mathcal{A}}(\exists(2], \nexists(22 \bullet))\right)=\exists(2, \operatorname{noId}(2)) \wedge \nexists(2 \bullet \bullet, \operatorname{noId}(2 \bullet))\right)
\end{aligned}
$$

## Chapter 4 Normal forms and variants of $\mathrm{HR}^{*}$ conditions

Proof (of Theorem 4.2). For conditions true, $\exists(P \sqsupseteq C, c), \neg c$ and $c \wedge c^{\prime}$, the proof is trivial as Cond $_{\mathcal{A}}$ does not change the condition and just "passes on" the construction. For a condition $\exists(P \hookrightarrow C, c)$ and morphism $p: P \hookrightarrow G$, we can directly transform the statement that two objects $d, d^{\prime}$ must be disjoint into a condition that fits our construction:
By the semantics of $\mathrm{HR}^{*}$ conditions, $G$ satisfies $\exists(P \hookrightarrow C, c)$ iff
$\exists \sigma, q: C^{\sigma} \hookrightarrow G \cdot p=q \circ a^{\sigma} \wedge q \models \mathcal{M} c^{\sigma}$, which is equivalent to
$\exists \sigma, q: C^{\sigma} \rightarrow G . p=q \circ a^{\sigma} \wedge q \models \mathcal{M} c^{\sigma} \wedge \nexists d, d^{\prime} \in \mathrm{D}_{C} \cdot d \neq d^{\prime} \wedge q(d)=q\left(d^{\prime}\right)$.
Since $q$ is injective, this is equivalent to
$\exists \sigma, q: C^{\sigma} \rightarrow G \cdot p=q \circ a^{\sigma} \wedge q \models \mathcal{M} c^{\sigma}$
$\wedge \nexists v, v^{\prime} \in \mathrm{V}_{C} . v \neq v^{\prime} \wedge q(v)=q\left(v^{\prime}\right) \wedge \nexists e, e^{\prime} \in \mathrm{E}_{C} . e \neq e^{\prime} \wedge q(e)=q\left(e^{\prime}\right)$
By the semantics of $\mathrm{HR}^{*}$ conditions, this yields

```
\(\Leftrightarrow \exists \sigma, q: C^{\sigma} \rightarrow G \cdot p=q \circ a^{\sigma} \wedge q \models \mathcal{M} c^{\sigma}\)
```


the latter part matches the construction of noId, so we get
$\Leftrightarrow \exists \sigma, q: C^{\sigma} \rightarrow G . p=q \circ a^{\sigma} \wedge q \models_{\mathcal{M}} c^{\sigma} \wedge q \models_{\mathcal{M}}$ noId.
By the definitions of $\operatorname{Cond}_{\mathcal{A}}$ and $\mathcal{A}$-satisfaction, this yields
$\Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}_{\mathcal{A}}(\exists(P \hookrightarrow C, c))$.
$G=_{\mathcal{M}} c \Longleftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}_{\mathcal{A}}(c)$ follows directly from the definition of satisfaction by choosing $p: \emptyset \hookrightarrow G$.

With $\mathrm{HR}^{*}$ conditions under $\mathcal{A}$-satisfaction, one can express any property expressible with $\mathcal{M}$-satisfaction as per Definition 3.9. As a corollary from Theorems 4.1 and 4.2 for Set conditions, $\mathcal{A}$ - and $\mathcal{M}$-satisfaction are equivalent.

Corollary 4.1. Every $\mathcal{A}$-satisfiable $S$ et condition can be transformed into an equivalent $\mathcal{M}$-satisfiable Set condition and vice versa.

| Set condition, injective satisfaction: $\models, \models \mathcal{M}$ | Theorem 4.1 Theorem 4.2 | Set condition, arbitrary satisfaction: $\models_{\mathcal{A}}$ |
| :---: | :---: | :---: |

## 4.3 $\mathrm{HR}^{*}$ conditions with replacement semantics

In Definition 3.9, we defined the semantics of $\mathrm{HR}^{*}$ conditions using the simultaneous substitution of all variables. Hyperedges with the same label are replaced by isomorphic graphs. However, it is also possible to replace each variable separately, such that two hyperedges with the same label might be replaced by different graphs.
As mentioned in the previous chapter, a substitution-based semantics has the advantage of providing an easy way to formulate conditions like "there are two paths of equal length between two nodes 1 and 2 ". On the other hand, when using substitution-based semantics, a property like "there are two paths of arbitrary length between two nodes 1 and 2 " has to be formulated with two different hyperedge labels for the path. With replacement semantics, this can be formulated with the simple intuition of "the +-hyperedge stands for a path of arbitrary length".

We will show that for $\mathrm{HR}^{*}$ conditions under $\mathcal{A}$-satisfaction, both semantics can be used interchangeably, with the same expressiveness. This result will be used in Chapter 5.2 to help express logical formulas with $\mathrm{HR}^{*}$ conditions.
Definition 4.5 (replacement semantics for $\mathbf{H R}^{*}$ conditions). The definition for replacement semantics for $\mathrm{HR}^{*}$ conditions follows Definition 3.9, with $\sigma$ being a replacement instead of a substitution.

This can be illustrated with a simple example.
Example 4.6. Regard the condition $\exists\left(\underset{i_{1}}{\bullet}{\underset{\sim}{+}}_{+}^{+}\right)$. Using substitution semantics as in Definition 3.9, the condition means "there are two paths of equal length from node 1 to node 2". Using replacement semantics instead, the two +-labeled hyperedges may be replaced by paths of different length, so the meaning becomes "there are two paths of arbitrary length from node 1 to node 2 ".

For $\mathrm{HR}^{*}$ conditions under $\mathcal{A}$-satisfaction, the substitution of hyperedges (i.e. all edges with the same label are replaced by isomorphic graphs) is equivalent to replacement of hyperedges (i.e. edges with the same label may be replaced by different graphs).

## Theorem 4.3 (equivalence of substitution and replacement).

For $\mathcal{A}$-satisfiability, $\mathrm{HR}^{*}$ conditions with replacement semantics are expressively equivalent to $\mathrm{HR}^{*}$ conditions with substitution semantics.

$$
\begin{array}{|c}
\text { substitution } \\
\mathcal{A} \text {-satisfaction }
\end{array} \equiv \begin{aligned}
& \text { replacement } \\
& \mathcal{A} \text {-satisfaction }
\end{aligned}
$$

Remark. Note that the above theorem is valid only for $\mathcal{A}$-satisfaction. For $\mathcal{M}$-satisfaction, it is unknown whether replacement and substitution are equivalent.

We prove Theorem 4.3 by proving a lemma for each direction.

## Lemma 4.4 (from replacement to substitution).

For every $\mathrm{HR}^{*}$ condition $c$, there is a condition $\operatorname{Rep} 2 \operatorname{Sub}(c)$ such that any graph $G \in \mathcal{G}$ $\mathcal{A}$-satisfies $c$ by replacement iff $G \mathcal{A}$-satisfies $\operatorname{Rep} 2 \operatorname{Sub}(c)$ by substitution.

We define Rep2Sub(c) simply by giving each hyperedge occurring in condition $c$ a unique label and cloning the rules accordingly.

Proof. The proof is straightforward: If every hyperedge in $\operatorname{Rep} 2 \operatorname{Sub}(c)$ has a unique name, it satisfies exactly the same graphs under substitution which are satisfied by $c$ under replacement.

We now show that the converse of Lemma 4.4 is also true: We can convert any $\mathrm{HR}^{*}$ condition with substitution semantics into an equivalent formula with replacement semantics.

## Lemma 4.5 (from substitution to replacement).

There is a transformation Sub2Rep such that for any condition $c$ and any graph $G \in \mathcal{G}$, $\mathcal{A}$-satisfies $c$ by substitution iff $G \mathcal{A}$-satisfies $\operatorname{Sub} 2 \operatorname{Rep}(c)$ by replacement.

The construction has to simulate the substitution of several hyperedges with the same label by the same graph, using replacement. To ensure that the graphs for same-labeled hyperedges are identical, the same derivation steps have to be performed for both hyperedges. Two hyperedges with the same label are combined into "2-hyperedges" with the double amount of tentacles to grab all the attachment points of both hyperedges. Replacement rules are added for this hyperedge which copy the rule for the single hyperedge twice. For three or more hyperedges with identical labels, the construction works the same way as for two hyperedges.

Construction. Without loss of generality, all $\mathrm{HR}^{*}$ conditions are in decompressed normal form as per Definition 4.2. For a variable $x \in \operatorname{Var}$, let $x^{2}$ be a variable with $\operatorname{rank}\left(x^{2}\right)=n * \operatorname{rank}(x)$. For a graph $G$, let clone $(G, n)$ be an $n$-fold copy of $G$ :

$$
\operatorname{clone}(G, n):=\left\langle\mathrm{V}^{\prime}, \mathrm{E}^{\prime}, \mathrm{Y}^{\prime}, \mathrm{s}_{G^{\prime}}, \mathrm{t}_{G^{\prime}}, \operatorname{att}_{G^{\prime}}, \mathrm{lv}_{G^{\prime}}, \mathrm{le}_{G^{\prime}}, \mathrm{ly}_{G^{\prime}}\right\rangle
$$

where $V^{\prime}$ is the set of pairs $(k, v)$ with $k \in[n]$ and $v \in \mathrm{~V}$ (analogous for $\mathrm{E}^{\prime}$ and $\mathrm{Y}^{\prime}$ ), and $\mathrm{s}_{G^{\prime}}((k, e))=\left(k, \mathrm{~s}_{G}(e)\right)$ (analogous for the other mappings).
Let $P_{x}=P+x, P_{x x}=P+x+x$ and $P_{x 2}=P+x^{2}$.

- $\operatorname{Sub} 2 \operatorname{Rep}\left(\left\langle\exists\left(P_{x} \hookrightarrow P_{x x}, c\right), \mathcal{R}\right\rangle\right)=\left\langle\exists\left(P_{x} \hookrightarrow P_{x x}, \exists\left(P_{x x} \sqsupseteq P_{2 x} \wedge \operatorname{Sub} 2 \operatorname{Rep}(c)\right)\right), \mathcal{R}^{\prime}\right\rangle$ with $\mathcal{R}^{\prime}=\mathcal{R} \uplus\left\{x^{2} / \operatorname{clone}(R, 2) \mid x / R \in \mathcal{R}\right\}$.
- Sub2Rep $(\langle\exists(P \hookrightarrow C, c), \mathcal{R}\rangle)=\exists(P \hookrightarrow C, \operatorname{Sub} 2 \operatorname{Rep}(\langle c,, \mathcal{R}\rangle))$ if $C$ contains no pair of identically-labeled hyperedges
- $\operatorname{Sub} 2 \operatorname{Rep}(\langle\exists(P \sqsupseteq C, c), \mathcal{R}\rangle)=\exists(P \sqsupseteq C, \operatorname{Sub} 2 \operatorname{Rep}(\langle c, \mathcal{R}\rangle))$,
- $\operatorname{Sub} 2 \operatorname{Rep}(\langle$ true, $\mathcal{R}\rangle)=$ true,
- $\operatorname{Sub} 2 \operatorname{Rep}(\langle\neg c, \mathcal{R}\rangle)=\neg \operatorname{Sub} 2 \operatorname{Rep}(\langle c, \mathcal{R}\rangle)$ and
- $\operatorname{Sub} 2 \operatorname{Rep}\left(\left\langle c \wedge c^{\prime}, \mathcal{R}\right\rangle\right)=\operatorname{Sub} 2 \operatorname{Rep}(\langle c, \mathcal{R}\rangle) \wedge \operatorname{Sub} 2 \operatorname{Rep}\left(\left\langle c^{\prime}, \mathcal{R}\right\rangle\right)$.

Proof. By structural induction over $\mathrm{HR}^{*}$ conditions. Assume that the proposition holds for $c, c_{i}$. Let $p: P_{x} \rightarrow G$. In this proof, $p \models_{\mathcal{A}}^{r} c$ stands for " $p \mathcal{A}$-satisfies $c$ " and $p \models_{\mathcal{A}}^{s}$ stands for " $p \mathcal{A}$-satisfies $c$ by substitution".
Basis. $p \models_{\mathcal{A}}^{r} \operatorname{Sub} 2 \operatorname{Rep}(\langle$ true, $\mathcal{R}\rangle) \Leftrightarrow$ true $\Leftrightarrow p \models_{\mathcal{A}}$.
Hypothesis. Assume that $q \models_{\mathcal{A}}^{r} \operatorname{Sub} 2 \operatorname{Rep}(\langle c, \mathcal{R}\rangle)$ iff $q \models_{\mathcal{A}}^{s}\langle c, \mathcal{R}\rangle$. Step.

```
Case \(\exists\left(P_{x} \hookrightarrow P_{x x}, c\right)\).
\(p \models_{\mathcal{A}}^{r} \operatorname{Sub} 2 \operatorname{Rep}\left(\left\langle\exists\left(P_{x} \hookrightarrow P_{x x}, c\right), \mathcal{R}\right\rangle\right) \quad\) Construction
\(\Leftrightarrow p \models_{\mathcal{A}}^{r}\left\langle\exists\left(P_{x} \stackrel{a}{\hookrightarrow} P_{x 2}, \exists\left(P_{x 2} \sqsupseteq P_{x x}, \operatorname{Sub} 2 \operatorname{Rep}(c)\right)\right), \mathcal{R}^{\prime}\right\rangle \quad\) Def. 4.3
\(\Leftrightarrow \exists \tau \in \mathcal{R}^{*}, q: P_{x 2}{ }^{\tau} \rightarrow G . p=q \circ a^{\tau} \wedge \exists b: P_{x x}^{\tau} \hookrightarrow P_{x 2}^{\tau}\),
    \(q^{\prime}: P_{x x}^{\tau} \rightarrow G \cdot q^{\prime}=q \circ b \wedge q^{\prime} \models_{\mathcal{A}}^{r} \operatorname{Sub} 2 \operatorname{Rep}(c)^{\tau}\)
\(\Leftrightarrow \exists \tau \in \mathcal{R}^{\prime *}, q: P_{x x}{ }^{\tau} \rightarrow G . p=q \circ a^{\tau} \wedge \exists b: P_{x x}^{\tau} \hookrightarrow P_{x x}^{\tau}\),
    \(q^{\prime}: P_{x x}^{\tau} \rightarrow G \cdot q^{\prime}=q \circ b \wedge q^{\prime} \models_{\mathcal{A}}^{r} \operatorname{Sub} 2 \operatorname{Rep}(c)^{\tau}\)
\(\Leftrightarrow \exists \tau \in \mathcal{R}^{\prime *}, q: P_{x x}{ }^{\tau} \rightarrow G . p=q \circ a^{\tau} \wedge q \models_{\mathcal{A}}^{r} \operatorname{Sub} 2 \operatorname{Rep}(c)^{\tau}\)
\(\tau(x)=\sigma(x)^{2}\)
\(\Leftrightarrow \exists \sigma \in \mathcal{R}^{*} . \exists q: P_{x x}{ }^{\sigma} \rightarrow G . p=q \circ a^{\sigma} \wedge \tau \in \mathcal{R}^{\prime *}, q \models_{\mathcal{A}}^{s} \operatorname{Sub} 2 \operatorname{Rep}(c)^{\tau}\)
\(\Leftrightarrow \exists \sigma \in \mathcal{R}^{*} . \exists q: P_{x x}{ }^{\sigma} \rightarrow G . p=q \circ a^{\sigma} \wedge q=_{\mathcal{A}}^{s} c^{\sigma}\)
Ind. hyp.
Def. 4.3
\(\Leftrightarrow p \models_{\mathcal{A}, \sigma}^{s} \exists\left(P_{x} \rightarrow P_{x x}, c\right)\).
Case \(\exists(P \sqsupseteq C,\langle c, \mathcal{R}\rangle)\).
\(p \models_{\mathcal{A}}^{r} \operatorname{Sub} 2 \operatorname{Rep}(\exists(P \sqsupseteq C,\langle c, \mathcal{R}\rangle)) \quad\) Construction
\(\Leftrightarrow p \models_{\mathcal{A}}^{r} \exists(P \sqsupseteq C, \operatorname{Sub} 2 \operatorname{Rep}(\langle c, \mathcal{R}\rangle))\)
Def. 4.3
\(\Leftrightarrow \exists \sigma^{\prime} \in \mathcal{R}^{\prime *}, b^{\prime}: C^{\sigma^{\prime}} \rightarrow P . q^{\prime}=p \circ b^{\prime} \wedge q^{\prime} \mid=\operatorname{Sub} 2 \operatorname{Rep}(\langle c, \mathcal{R}\rangle)\)
Ind. hyp.
\(\Leftrightarrow \exists \sigma \in \mathcal{R}^{*}, b: C^{\sigma} \rightarrow P . q=p \circ b \wedge q \models\langle c, \mathcal{R}\rangle\)
Def. 4.3
\(\Leftrightarrow p \models_{\mathcal{A}}^{s}\langle\exists(P \sqsupseteq C, c), \mathcal{R}\rangle\).
Case \(c \wedge c^{\prime}\).
\(p \models_{\mathcal{A}}^{r} \operatorname{Sub} 2 \operatorname{Rep}\left(\left\langle c \wedge c^{\prime}, \mathcal{R}\right\rangle\right) \quad\) Construction
\(\Leftrightarrow p \models_{\mathcal{A}}^{r} \operatorname{Sub} 2 \operatorname{Rep}(\langle c, \mathcal{R}\rangle) \wedge p \models_{\mathcal{A}}^{r}\left\langle c^{\prime}, \mathcal{R}\right\rangle\)
\(\Leftrightarrow p \models_{\mathcal{A}}^{\mathcal{A}}\langle c, \mathcal{R}\rangle \wedge p \models_{\mathcal{A}}\left\langle c^{\prime}, \mathcal{R}\right\rangle\)
Ind. hyp.
Def. 4.3
\(\Leftrightarrow p \models_{\mathcal{A}}^{s}\left\langle c \wedge c^{\prime}, \mathcal{R}\right\rangle\).
Case \(\neg c\).
\(p \models_{\mathcal{A}}^{r} \operatorname{Sub} 2 \operatorname{Rep}(\langle\neg c, \mathcal{R}\rangle) \quad\) Construction
\(\Leftrightarrow p \models_{\mathcal{A}}^{r} \neg \operatorname{Sub} 2 \operatorname{Rep}(\langle c, \mathcal{R}\rangle) \quad\) Ind. hyp.
\(\Leftrightarrow p \models_{\mathcal{A}}^{\mathcal{A}}\langle\neg c, \mathcal{R}\rangle\).
```

This completes the proof.
 $\stackrel{\bullet}{\bullet}{ }_{2}^{+}$is $\mathcal{A}$-satisfied by any graph which has a path between two nodes 1 and 2 , but no second path of the same length, since both " + " hyperedges are substituted by a path of the same length. Using replacement instead of substitution, this is equivalent to the HR* condition


With replacement, the substitution of the two hyperedges by isomorphic graphs is simulated by combining both hyperedges into a single one, where two isomorphic graphs are generated in parallel.

[^8]
## Chapter 4 Normal forms and variants of $\mathrm{HR}^{*}$ conditions

Since Lemmata 4.4 and 4.5 showed that HR* conditions with replacement semantics can be transformed into equivalent $\mathrm{HR}^{*}$ conditions with substitution semantics and vice versa, Theorem 4.3 follows: Under $\mathcal{A}$-satisfaction, $\mathrm{HR}^{*}$ conditions with replacement semantics are expressively equivalent to $\mathrm{HR}^{*}$ condition with substitution semantics.

Conclusion. As we have just shown, substitution and replacement are both suitable semantics for $\mathcal{A}$-satisfaction of $\mathrm{HR}^{*}$ conditions. Substitution offers some advantages over replacement:

- Substitution is the more "natural" semantics for variables and corresponds to the way variables are replaced e.g. in logic formulas.
- Using substitution, it is very easy to express properties like "two paths have equal length".
- Converting a condition from replacement semantics to substitution semantics is far easier than the other way round.

However, replacement semantics has its benefits, too:

- Unique symbols can be used that stand for a certain kind of replacement system. For example, a simple path can always be expressed by a hyperedge labeled with + , even if several paths of independent length exists. For condition $\exists\left(\bullet_{1}^{\bullet}{ }_{\longrightarrow}^{+} \underset{2}{ }+\boldsymbol{\bullet}\right)$ with $\underset{1}{\bullet} \xrightarrow[2]{+}::=\underset{1}{\bullet} \longrightarrow{ }_{2}^{\bullet} \mid \xrightarrow[1]{\bullet} \xrightarrow{+}_{\mathbf{\bullet}}^{\bullet}$, with replacement semantics, both paths may be of different length, as opposed to substitution, where one would have to use different symbols (and according HR systems). For such cases, this notation might be more intuitive.
- In larger $\mathrm{HR}^{*}$ conditions, a user might forget about previous use of a variable and involuntarily introduce dependencies into an $\mathrm{HR}^{*}$ condition with substitution semantics.

It is thus left up to the reader which semantics are preferable for one use or another.
Open question. For $\mathcal{M}$-satisfaction, the relationship between substitution and replacement semantics is still unclear.


Figure 4.1: The relation of substitution and replacement semantics.

## Chapter

# Expressive power of $\mathrm{HR}^{*}$ conditions 

## Contents

5.1 Graph formulas ..... 47
5.2 Transforming counting monadic second-order formulas intoHR ${ }^{*}$ conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3 Transforming $\mathrm{HR}^{*}$ conditions into second-order formulas. ..... 56

In the following, we will investigate the expressive power of $\mathrm{HR}^{*}$ conditions. This chapter is based on the paper (Radke, 2013) by the author. We start with the definition of first-order, (counting) monadic second-order and second-order formulas on graphs. Chapter 5.2 then shows how to express any counting monadic second-order formula as an $\mathrm{HR}^{*}$ condition. In Chapter 5.3, we show how $\mathrm{HR}^{*}$ conditions can be transformed into second-order formulas.

### 5.1 Graph formulas

System properties are often expressed with logical formulas. The logic formalisms presented here are all defined over the universe of directed graphs. However, the formalisms differ in the sets of variables over which quantifiers range, yielding different expressive power. In ascending expressive power, we recall first-order (FO), monadic second-order (MSO), counting monadic second-order (CMSO) and second-order (SO) formulas on graphs.
(Courcelle, 1994) compares the languages of graphs definable by monadic secondorder formulas, hyperedge replacement grammars and vertex replacement grammars, and (Courcelle, 1996) investigates the expressive power of several logics between first-order and
monadic second-order. For a comprehensive overview on the monadic second-order logic of graphs, see (Courcelle and Engelfriet, 2012). For a general overview on second-order logic, see e.g. (Dalen, 2004) or (Manzano, 2005).
The following presentation of the syntax for graph formulas is oriented at (Courcelle, 1990; Courcelle, 1997).
Notation. In the following, let L be a set of node and edge labels, and let $\mathrm{D}_{G}=\mathrm{V}_{G} \uplus \mathrm{E}_{G}$ be the set of nodes and edges in a graph $G$ over L. Let
$\mathcal{V}_{0}$ be the set of individual variables in graph formulas,
$\mathcal{V}_{1}$ be the set of set variables in graph formulas,
$\mathcal{V}_{2}$ be the set of second-order variables in graph formulas, together with a function rank: $\mathcal{V}_{2} \rightarrow \mathbb{N}$ that maps each variable in $\mathcal{V}_{2}$ to its rank.

Individual variables are designated by lowercase latin letters $x, y, z$, while set and secondorder variables are designated by uppercase latin letters $X, Y, Z$. Note that second-order variables include set variables.
Furthermore, let $\left\{\right.$ lab $\left._{b} \mid b \in \mathrm{~L}\right\} \cup\{$ inc, $\doteq\}$ be the set of predicate symbols over $\mathcal{V}_{0}$, where the unary predicate symbol lab ${ }_{b}$ assigns a label to a variable, the ternary predicate symbol inc assigns to an edge its source and target, and the binary $\doteq$ states the equality of its elements. We are only interested in logical formulas on graphs, so we do not need other predefined predicate symbols.
For any formula $F$, Free $(F)$ denotes the set of all free variables of $F$, as defined for first-order formulas in (Huth and Ryan, 2004 p. 106). A formula is closed iff Free $(F)$ is empty.
The existential closure of a formula $F$ with free variables $\operatorname{Free}(F)=\left\{x_{1}, \ldots, x_{n}\right\}$, written $\exists F$, is the formula $F$ with an existential quantifier added for each free variable, i.e. $\exists x_{1}, \ldots, x_{n}$.F, yielding a closed formula. The universal closure of $F$ is defined analogously for the $\forall$ quantifier.

## First-order graph formulas

First-order formulas are a very common way to formulate properties of systems in computer science. With first-order graph formulas, many local properties of graphs can be expressed.

Definition 5.1 (first-order graph formula). The set of first-order (graph) formulas, short FO formulas, is inductively defined as follows:
(1) For $b \in \mathrm{~L}$ and $e, x, y \in \mathcal{V}_{0}, \operatorname{inc}(e, x, y), x \doteq y$ and $\operatorname{lab}_{b}(x)$ are FO formulas.
(2) For FO formulas $F, F^{\prime}$ and $x \in \mathcal{V}_{0}$, true, $\neg F, F \wedge F^{\prime}$ and $\exists x$. $F$ are FO formulas.

The semantics $G \llbracket F \rrbracket(\theta)$ of a FO formula $F$ in a non-empty graph $G$ over L under assignment $\theta: \mathcal{V}_{0} \rightarrow \mathrm{D}_{G}$ is inductively defined as follows:
(1) $G \llbracket \operatorname{lab}_{b}(x) \rrbracket(\theta)=$ true iff $\operatorname{lv}_{G}(\theta(x))=b$ or $\operatorname{le}_{G}(\theta(x))=b$,
$G\left\lceil\operatorname{inc}(e, x, y) \rrbracket(\theta)=\right.$ true iff $\theta(e) \in \mathrm{E}_{G}, \mathrm{~s}_{G}(\theta(e))=\theta(x)$, and $\mathrm{t}_{G}(\theta(e))=\theta(y)$, $G \llbracket x \doteq y \rrbracket(\theta)=$ true iff $\theta(x)=\theta(y)$.
(2) $G \llbracket$ true $\rrbracket(\theta)=$ true, $G \llbracket \neg F \rrbracket(\theta)=\neg G \llbracket F \rrbracket(\theta), G \llbracket F \wedge F^{\prime} \rrbracket(\theta)=G \llbracket F \rrbracket(\theta) \wedge G \llbracket F^{\prime} \rrbracket(\theta)$, $G \llbracket \exists x . F \rrbracket(\theta)=$ true iff $G \llbracket F \rrbracket(\theta\{x / d\})=$ true for some $d \in \mathrm{D}_{G}$, where $\theta\{x / d\}$ is the modified assignment with $\theta\{x / d\}(x)=d$ and $\theta\{x / d\}(y)=\theta(y)$ otherwise.

A non-empty graph $G$ satisfies a FO formula $F$, denoted by $G \models F$, if for all assignments $\theta: \mathcal{V}_{0} \rightarrow \mathrm{D}_{G}, G \llbracket F \rrbracket(\theta)=$ true.

Example 5.1. The FO formula

$$
\exists e, x, y \cdot \operatorname{inc}(e, x, y) \wedge \neg x \doteq y
$$

is satisfied for all graphs which contain an edge from one node to another, disjoint node. Without the " $\neg x \doteq y$ " part, it is also satisfied for all graphs which contain a loop edge. $\diamond$

Notation. In the following, we use the following abbreviations: edge $(e)$ abbreviates $\exists y \cdot \exists z . \operatorname{inc}(e, x, y), \operatorname{node}(v)$ abbreviates $\neg \operatorname{edge}(v), \operatorname{edg}(x, y)$ abbreviates $\exists e \operatorname{inc}(e, x, y)$. $\exists x_{1}, \ldots, x_{n} . F$ abbreviates $\exists x_{1} \cdot \exists x_{2} \ldots . \exists x_{n} . F$ and likewise for the universal quantifier, false abbreviates $\neg$ true, $F \vee F^{\prime}$ abbreviates $\neg\left(\neg F \wedge \neg F^{\prime}\right), F \Rightarrow F^{\prime}$ abbreviates $\neg F \vee F^{\prime}$, $\forall x . F$ abbreviates $\neg \exists x . \neg F$, and $x \neq y$ abbreviates $\neg x \doteq y$.

## Monadic second-order graph formulas

As shown by (Gaifman, 1982), FO formulas are unable to express non-local properties. Therefore, we look at stronger formalisms. Many interesting properties can be formulated by extending the quantifiers: Instead of only quantifying over individual nodes and edges, we allow them to quantify over sets of nodes and edges, and also add a predicate $x \in X$ to relate individual and set variables.

Definition 5.2 (monadic second-order graph formula). Let $\mathcal{V}=\mathcal{V}_{0} \cup \mathcal{V}_{1}$ be the set of all individual and set variables. The set of monadic second-order (graph) formulas, short MSO formulas, is inductively defined as follows:
(1) Every FO formula is an MSO formula.
(2) For variables $x \in \mathcal{V}_{0}, X \in \mathcal{V}_{1}$, the expressions $\exists X . F$ and $x \in X$ are MSO formulas.
(3) For MSO formulas $F$ and $F^{\prime}, \neg F$ and $F \wedge F^{\prime}$ are MSO formulas.

The semantics $G \llbracket F \rrbracket(\theta)$ of an MSO formula $F$ in a non-empty graph $G$ under assignment $\theta: \mathcal{V}_{0} \cup \mathcal{V}_{1} \rightarrow \mathrm{D}_{G} \cup 2^{\mathrm{V}_{G}} \cup 2^{\mathrm{E}_{G}}$ 1 is inductively defined as follows:
(1) For an FO formula, the semantics is as for FO formulas.

[^9](2) $G \llbracket \exists X . F \rrbracket(\theta)=$ true iff $G \llbracket F \rrbracket(\theta\{X / D\})=$ true for some $D \subseteq \mathrm{D}_{G}$.
$G \llbracket x \in X \rrbracket(\theta)=$ true iff $\theta(x) \in \theta(X)$.
(3) $G \llbracket \neg F \rrbracket(\theta)=\neg G \llbracket F \rrbracket(\theta)$ and $G \llbracket F \wedge F^{\prime} \rrbracket(\theta)=G \llbracket F \rrbracket(\theta) \wedge G \llbracket F^{\prime} \rrbracket(\theta)$.

A non-empty graph $G$ satisfies an MSO formula $F$, denoted by $G \models F$, if for all assignments $\theta, G \llbracket F \rrbracket(\theta)=$ true.

Node-MSO formulas are the subset of MSO formulas where quantification is only allowed over nodes and the expression $\operatorname{inc}(e, x, y)$ is replaced by $\operatorname{edg}(x, y)$ (meaning "there is an edge from node $x$ to node $y$ ").

Notation. We abbreviate $\neg \exists X . \neg F$ with $\forall X . F$ and use the other abbreviations as defined for FO formulas.

Example 5.2. The MSO formula

$$
\exists X .(\forall y, z . y \in X \wedge \operatorname{edg}(y, z) \Rightarrow z \in X) \wedge\left(\forall y .\left(\operatorname{edg}\left(x_{1}, y\right) \Rightarrow y \in X\right) \Rightarrow x_{2} \in X\right)
$$

expresses the property "There is a non-empty path of arbitrary length from node $x_{1}$ to node $x_{2}$ " (Courcelle, 1997).

Remark. MSO formulas quantifying over nodes are less expressive than MSO formulas quantifying over nodes and edges, even for the case of simple ${ }^{2}$ graphs: As shown by (Courcelle, 1997), the property that an (undirected) graph has a Hamiltonian cycle can not be expressed with an MSO formula with quantification over the universe of nodes, but only with an MSO formula which quantifies over the universe of nodes and edges.

## Counting monadic second-order graph formulas

With MSO formulas, many interesting graph properties can be formulated. However, the inability of MSO formulas to "count" nodes or edges still leaves room for improvement. We recall counting MSO formulas, which can count nodes and edges modulo some natural number. This enables the formulation of properties like "The graph has an even number of nodes". Counting monadic second-order formulas are an extension of MSO formulas.

Definition 5.3 (counting monadic second-order formula). The set of counting monadic second-order (graph) formulas, short CMSO formulas, is inductively defined as follows:
(1) Every MSO formula is a CMSO formula.
(2) For a free variable $x \in \mathcal{V}_{0}$ and $m \geq 1 \in \mathbb{N}, \exists^{(m)} x \cdot F(x)$ is a CMSO formula.
(3) For CMSO formulas $F$ and $F^{\prime}, \neg F$ and $F \wedge F^{\prime}$ are CMSO formulas.

The semantics of CMSO formulas under assignment $\theta: \mathcal{V}_{0} \cup \mathcal{V}_{1} \rightarrow \mathrm{D}_{G} \cup 2^{\mathrm{V}_{G}} \cup 2^{\mathrm{E}_{G}}$ is inductively defined as follows.

[^10](1) For an MSO formula, the semantics is defined as for MSO formulas.
(2) $G \llbracket \exists^{(m)} x \cdot F(x) \rrbracket(\theta)=$ true iff $\left|\left\{u \in V_{G} \cup E_{G}: G \llbracket F(x) \rrbracket(\theta\{x / u\})\right\}\right| \equiv 0(\bmod m)$, for any formula $F(x)$ over free variable $x$.
(3) $G \llbracket \neg F \rrbracket(\theta)=\neg G \llbracket F \rrbracket(\theta)$ and $G \llbracket F \wedge F^{\prime} \rrbracket(\theta)=G \llbracket F \rrbracket(\theta) \wedge G \llbracket F^{\prime} \rrbracket(\theta)$.

Node-CMSO formulas are the subset of CMSO formulas for which counting is only allowed over nodes, i.e. $G \llbracket \exists^{(m)} x \cdot F(x) \rrbracket(\theta)=$ true iff $\left|\left\{u \in V_{G}: G \models F(u)\right\}\right| \equiv 0(\bmod m)$.

Example 5.3. The CMSO formula $\exists^{(2)} x$. $\operatorname{node}(x)$ is satisfied for every non-empty graph with an even number of nodes.

## Second-order graph formulas

Further increasing the expressive power is possible by allowing quantification over relations of arbitrary arity.
Definition 5.4 (second-order graph formula). Let $\mathcal{V}=\mathcal{V}_{0} \cup \mathcal{V}_{2}$ be the set of all individual and second-order variables. The set of second-order (graph) formulas, short SO formulas, is inductively defined.
(1) Every MSO formula is an SO formula.
(2) For a relation variable $X \in \mathcal{V}_{2}$ with $\operatorname{rank}(X)=k$, an SO formula $F$ and variables $x_{1}, \ldots x_{k} \in \mathcal{V}_{0}, \exists X$. $F$ and $X\left(x_{1}, \ldots, x_{k}\right)$ are SO formulas.
(3) For SO formulas $F$ and $F^{\prime}, \neg F$ and $F \wedge F^{\prime}$ are SO formulas.

For a non-empty graph $G$, let $\mathrm{D}_{G}^{\times}$be the set of all relations over $\mathrm{D}_{G}$. The semantics $G \llbracket F \rrbracket(\theta)$ of an SO formula $F$ under assignment $\theta: \mathcal{V} \rightarrow \mathrm{D}_{G} \cup \mathrm{D}_{G}^{\times}$is inductively defined as follows:
(1) For an MSO formula, the semantics is defined as for MSO formulas.
(2) $G \llbracket \exists X . F \rrbracket(\theta)=$ true iff $G \llbracket F \rrbracket(\theta\{X / D\})=$ true for some relation $D \in \mathrm{D}_{G}^{\times}$ $G \llbracket X\left(x_{1}, \ldots, x_{k}\right) \rrbracket(\theta)=$ true iff $\left(G \llbracket x_{1} \rrbracket(\theta), \ldots, G \llbracket x_{k} \rrbracket(\theta)\right) \in \theta(X)$.
(3) $G \llbracket \neg F \rrbracket(\theta)=\neg G \llbracket F \rrbracket(\theta)$ and $G \llbracket F \wedge F^{\prime} \rrbracket(\theta)=G \llbracket F \rrbracket(\theta) \wedge G \llbracket F^{\prime} \rrbracket(\theta)$.

A non-empty graph $G$ satisfies an SO formula $F$, denoted by $G \models F$, iff, for all assignments $\theta: \mathcal{V} \rightarrow \mathrm{D}_{G} \cup \mathrm{D}_{G}^{\times}, G \llbracket F \rrbracket(\theta)=$ true.

Example 5.4 (non-trivial automorphism). In graph theory, an automorphism is an isomorphism from a graph to itself. We recall from Definition 2.2 that an isomorphism is a total, surjective and injective mapping that preserves labels, nodes and edges. An automorphism is non-trivial if it is not an identity morphism. The SO formula below is true for every graph which has a non-trivial automorphism:

$$
\exists X .\left[\beta_{\text {inj }}(X) \wedge \beta_{\text {tot }}(X) \wedge \beta_{\text {surj }}(X) \wedge \beta_{\text {ntriv }}(X) \wedge \beta_{\text {predg }}(X) \wedge \beta_{\text {prlab }}(X)\right]
$$

where the subformulas are defined as follows:

- $\beta_{\mathrm{inj}}(X)=\forall x, y, z \cdot(X(x, y) \wedge X(x, z)) \Rightarrow y \doteq z \wedge(X(x, z) \wedge X(y, z)) \Rightarrow x \doteq y$ expresses the fact that relation $X$ is injective and functional,
- $\beta_{\mathrm{tot}}(X)=\forall x \exists y \cdot X(x, y)$ expresses the fact that $X$ is total,
- $\beta_{\text {surj }}(X)=\forall x \exists y \cdot X(y, x)$ expresses the fact that $X$ is surjective,
- $\beta_{\text {ntriv }}(X)=\exists x, y \cdot x \neq y \wedge X(x, y)$ expresses the fact that $X$ is non-trivial,
- $\beta_{\text {predg }}(X)=\forall e, x, y, \bar{e}, \bar{x}, \bar{y} .(\operatorname{inc}(e, x, y) \wedge X(e, \bar{e}) \wedge X(x, \bar{x}) \wedge X(y, \bar{y})) \Rightarrow \operatorname{inc}(\bar{e}, \bar{x}, \bar{y})$ expresses the fact that $X$ preserves edges, i.e. for every pair of nodes $x, y$ connected by an edge and related to nodes $\bar{x}, \bar{y}$ by relation $X, \bar{x}$ and $\bar{y}$ are connected by an edge,
- $\beta_{\text {prlab }}(X)=\forall x, y \cdot X\left(x, x^{\prime}\right) \Rightarrow \bigvee_{b \in \mathrm{~L}} \operatorname{lab}_{b}(x) \wedge \operatorname{lab}_{b}\left(x^{\prime}\right)$ expresses the fact that $X$ preserves labels, i.e. $x$ and $x^{\prime}$ have identical labels whenever they are related by $X$. $\diamond$


### 5.2 Transforming counting monadic second-order formulas into HR* conditions

One may ask about the relation between logical formulas and graph conditions. We show that every CMSO formula can be translated into an equivalent $\mathrm{HR}^{*}$ condition.

## Theorem 5.1 (From CMSO to HR*).

There is a transformation Cond ${ }_{\mathrm{F}}$ such that for every CMSO graph formula $F$, there is an $\mathrm{HR}^{*}$ condition $\operatorname{Cond}_{\mathrm{F}}(F)$ such that for all graphs $G$,

$$
G \models F \Longleftrightarrow G \models \operatorname{Cond}_{\mathrm{F}}(F)
$$

Instead of a direct translation from a CMSO graph formula into an $\mathrm{HR}^{*}$ condition, we first transform it into an $\mathcal{A}$-satisfiable Set condition and use Theorem 4.1 to show that this can be transformed into an ( $\mathcal{M}$-satisfiable) $\mathrm{HR}^{*}$ condition. Figure 5.1 shows an illustration of the proof idea.


Figure 5.1: From CMSO graph formula to $\mathrm{HR}^{*}$ condition: Proof idea

## Lemma 5.1 (From CMSO to $\mathcal{A}$-satisfiable Set conditions).

There is a transformation Cond such that for every CMSO formula $F$, there is an $\mathrm{HR}^{*}$ condition $\operatorname{Cond}(F)$ such that for all graphs $G$,

$$
G \models F \Longleftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}(F)
$$

Idea. The following construction uses the inc and lab relations from a formula to construct a graph. For counting CMSO formulas of the form $\exists^{(m)} v . F$, hyperedge replacement is used to represent the set and count its members: We construct a grammar which generates the language $\left\{G \in \mathcal{G}\left|\left|\mathrm{E}_{G}\right|=0\right.\right.$ and $\left.\exists k \in \mathbb{N} .\left|\mathrm{V}_{G}\right|=k * m\right\}$ of all discrete graphs (i.e. with no edges) with $k * m$ nodes, where $m$ is a fixed number given by the formula and $k \in \mathbb{N}$ is variable. We then check that the property $F$ to be counted holds for all nodes inside and for none outside the generated subgraph. The existence of a node or edge, represented by $\exists x . F$ in the CMSO formula, is represented using the abbreviation $\exists\binom{\mathrm{o}}{1}:=\bigvee_{\mathrm{a} \in \mathrm{L}_{\mathrm{V}}} \exists\left(@_{1}\right)$ from Chapter 3.2 to range over all possible labels. When the label is fixed by a formula $\operatorname{lab}_{b}(x)$ in $F$, disjunctions with other labels evaluate to false and can be removed from the resulting $\mathrm{HR}^{*}$ condition.

Construction (Cond). For any natural number $m \in \mathbb{N}-\{0\}$, let $D_{m}$ be a discrete graph with $m$ nodes, and let $Y_{m}::=\emptyset \mid Y_{m} D_{m}$ be a hyperedge replacement system generating graphs with $m * k$ nodes for some $k \in \mathbb{N}$.
For a node-CMSO formula $F, \operatorname{Cond}(F)=\operatorname{Cond}(\emptyset, F)$. For a graph $P$ and a formula $F$, $\operatorname{Cond}(P, F)$ is defined inductively as follows:

```
\(\operatorname{Cond}(P, \operatorname{inc}(e, x, y))=\operatorname{true}\) if \(e \in \mathrm{E}_{P}, s_{P}(e)=x, t_{P}(e)=y\) and false otherwise
\(\operatorname{Cond}\left(P, \operatorname{lab}_{b}(x)\right) \quad=\operatorname{true}\) if \(\operatorname{lv}_{P}(x)=b\) or \(\operatorname{le}_{P}(x)=b\) and false otherwise
\(\operatorname{Cond}(P, x \doteq y) \quad=\operatorname{true}\) if \(x, y \in P\) and \(x=y\), and false otherwise
\(\operatorname{Cond}(P\), true \() \quad=\) true
\(\operatorname{Cond}(P, \exists x . F) \quad=\exists\left(P+{ }_{x}^{\circ}, \operatorname{Cond}\left(P+{ }_{x}^{\circ}, F\right)\right) \vee \exists\left(P+\underset{1}{\circ}{\underset{\sim}{x}}_{2}^{\circ}, \operatorname{Cond}\left(P+\underset{1}{\circ}{\underset{\sim}{x}}_{2}^{\circ}, F\right)\right)\)
\(\operatorname{Cond}(P, \exists X . F) \quad=\exists\left(P+Y_{1}, \operatorname{Cond}\left(P+Y_{1}, F\right)\right)\)
\(\operatorname{Cond}(P, x \in X) \quad=\exists(P \sqsupseteq(x+(P-X)))\)
\(\operatorname{Cond}\left(P, \exists{ }^{(m)} v . F\right)=\exists\left(\left(Y_{m}, \forall\left(Y_{m} \sqsupseteq \stackrel{\circ}{v}, \operatorname{Cond}(F(v))\right) \wedge \nexists\left(\left(Y_{m}\right)_{v}^{\circ}, \operatorname{Cond}(F(v))\right)\right)\right.\)
\(\operatorname{Cond}(P, \neg F) \quad=\neg \operatorname{Cond}(P, F)\)
\(\operatorname{Cond}\left(P, F \wedge F^{\prime}\right) \quad=\operatorname{Cond}(P, F) \wedge \operatorname{Cond}\left(P, F^{\prime}\right)\)
```

Remark. Concerning labels, the construction creates a disjoint union of every possible label for every node or edge. When the formula gives a concrete label to an item $x$ using lab $b_{b}(x)$, all differently-labeled nodes $x$ in the $\mathrm{HR}^{*}$ condition evaluate to false and can be removed from the condition. While theoretically sound, this is not particularly efficient in practice. Instead, an implementation should keep the label of an item in a special "uncertain" state and set it to a concrete label when given by the formula. An item in the "uncertain" state can later be matched to an item with any label.

The following proof proceeds by induction over the structure of CMSO formulas. Aside from the definition of CMSO and $\mathrm{HR}^{*}$ satisfaction (Definitions 5.3 and 3.9 respectively) and the induction hypothesis (called (ihyp) in the proof), it uses the fact that inclusions are injective morphisms, as well as some simple arithmetic and set theory. For node-MSO formulas, the proof is similar to the one in (Habel and Radke, 2010).

Proof (of Lemma 5.1). We proceed by induction over the structure of the formula. Without loss of generality, we assume that the $\mathrm{HR}^{*}$ conditions are interpreted with $\mathcal{A}$-satisfiable replacement semantics (see Definitions 4.3 and 4.5 and Theorems 4.2 and 4.3). In the following inductive proof, let $P=\operatorname{Ran}(\theta)$ and let (ihyp) stand for the inductive hypothesis.
Basis. By the definition of $\mathrm{HR}^{*}$ conditions (Def. 3.9) and construction Cond, we have: $G \llbracket$ true $\rrbracket(\theta) \Leftrightarrow G \models_{\mathcal{A}}$ true $\Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}(P$, true $)$.

Hypothesis. Assume that $G \llbracket F \rrbracket(\theta) \Longleftrightarrow G \neq_{\mathcal{A}} \operatorname{Cond}(P, F)$ with $P=\operatorname{Ran}(\theta)$. (ihyp) Step.

```
\(G \llbracket \operatorname{inc}(e, x, y) \rrbracket(\theta)=\) true
\(\Leftrightarrow \theta(e) \in \mathrm{E}_{G}, \mathrm{~s}_{G}(\theta(e))=\theta(x)\) and \(\mathrm{t}_{G}(\theta(e))=\theta(y)\)
\(\Leftrightarrow m(e) \in \mathrm{E}_{G}, \mathrm{~s}_{G}(m(e))=m(x)\) and \(\mathrm{t}_{G}(m(e))=m(y)\)
\(\Leftrightarrow e \in \mathrm{E}_{G} \wedge x, y \in \mathrm{~V}_{G} \wedge m\left(\mathrm{~s}_{G}(x)\right)=m(y) \wedge m\left(\mathrm{t}_{G}(x)\right)=m(x)\)
\(\Leftrightarrow m \models_{\mathcal{A}} \operatorname{Cond}(P, \operatorname{inc}(e, x, y))\).
\(G \llbracket \operatorname{lab}_{b}(x) \rrbracket(\theta)=\) true
\(\Leftrightarrow \operatorname{lv}_{G}(\theta(x))=b\) or \(\operatorname{le}_{G}(\theta(x))=b\)
\(\Leftrightarrow \operatorname{lv}_{P}(m(x))=b \vee \operatorname{le}_{P}(m(x))=b\)
\(\Leftrightarrow m \models_{\mathcal{A}} \operatorname{Cond}\left(P, \operatorname{lab}_{b}(x)\right)\).
\(G \llbracket x \doteq y \rrbracket(\theta)=\) true \(\Leftrightarrow \theta(x)=\theta(y) \quad m(P):=\theta\left(D_{P}\right)\)
\(\Leftrightarrow x, y \in P \wedge m(x)=m(y)\)
\(\Leftrightarrow \operatorname{Cond}(P, x \doteq y)\).
\(G \llbracket \exists x \cdot F \rrbracket(\theta)=\) true \(\Leftrightarrow \exists \theta, d \in \mathrm{D}_{G} \cdot G \llbracket F \rrbracket(\theta\{x / d\})=\) true \(\quad\) set theory
\(\Leftrightarrow \exists P \subseteq G, x . x \notin P \wedge\left(x \in \mathrm{~V}_{G} \vee x \in \mathrm{E}_{G}\right) \wedge(P+x) \llbracket F \rrbracket(\theta\{x / d\}) \quad\) Def. 3.9, (ihyp)
\(\Leftrightarrow G \models_{\mathcal{A}} \exists(P+\underset{x}{\bullet}, \operatorname{Cond}(P+\underset{x}{\bullet}, F)) \vee \exists(P+\underset{i}{\bullet} \xrightarrow[2]{\bullet}, \operatorname{Cond}(P+\underset{i}{\bullet} \xrightarrow[2]{\bullet}, F)) \quad\) Construction
\(\Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}(P, \exists x . F)\).
\(G \llbracket \exists X . F \rrbracket(\theta)=\) true \(\Leftrightarrow \exists \theta, D \subseteq \mathrm{D}_{G} \cdot G \llbracket F \rrbracket(\theta\{X / D\}) \quad\) set theory
\(\Leftrightarrow \exists P, X \subseteq G . P \cap X=\emptyset \wedge\left(X \subseteq \mathrm{~V}_{G} \vee X \subseteq \mathrm{E}_{G}\right) \wedge(P+X) \llbracket F \rrbracket(\theta\{X / D\}) \quad\) Def. 3.9, (ihyp)
\(\Leftrightarrow G \models_{\mathcal{A}} \exists\left(P+Y_{1}, \operatorname{Cond}\left(P+Y_{1}, F\right)\right)\)
\(\Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}(P, \exists X . F)\).
\(G \llbracket x \in X \rrbracket(\theta)=\) true \(\Leftrightarrow \theta(x) \in \theta(X)\)
Def. 5.3
\(\Leftrightarrow \exists P . \theta(x) \subseteq \theta(X) \subseteq P\)
\(\Leftrightarrow \exists P . \theta(x)+(P-\theta(X)) \subseteq P\)
set theory
Def. 2.2
\(\Leftrightarrow \exists b: C \hookrightarrow P\) with \(C=\theta(x)+(P-\theta(X))\)
Def. 3.9
\(\Leftrightarrow G \models_{\mathcal{A}} \exists(P \sqsupseteq C) \Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}(P, x \in X)\).
```

Def. 5.3
$m\left(D_{P}\right):=\theta\left(D_{P}\right)$
Def. 2.2
Constr., (ihyp)

Def. 5.3
$m\left(D_{P}\right):=\theta\left(D_{P}\right)$
Constr., (ihyp)
$m(P):=\theta\left(D_{P}\right)$
Constr., (ihyp)
set theory
Def. 3.9. (ihyp)
Construction
set theory
Def. 3.9, (ihyp)
Construction

Def. 5.3
set theory
Def. 2.2
Def. 3.9

```
\(\Leftrightarrow G \models_{\mathcal{A}} \exists(P \sqsupseteq C) \Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}(P, x \in X)\).
```

```
\(G \llbracket \neg F \rrbracket(\theta)=\) true \(\Leftrightarrow \neg G \llbracket F \rrbracket(\theta)\)
Def. 3.9. (ihyp)
\(\Leftrightarrow G \models_{\mathcal{A}} \neg \operatorname{Cond}(P, F) \Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}(P, \neg F)\).
\(G \llbracket F \wedge F^{\prime} \rrbracket(\theta)=\) true \(\Leftrightarrow G \llbracket F \rrbracket(\theta) \wedge G \llbracket F^{\prime} \rrbracket(\theta) \quad\) Def. 3.9. (ihyp)
\(\Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}(P, F) \wedge \operatorname{Cond}\left(P, F^{\prime}\right) \Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}\left(P, F \wedge F^{\prime}\right)\).
\(G \llbracket \exists{ }^{(m)} x . F(x) \rrbracket(\theta)=\) true Construction
\(\Leftrightarrow\left|\left\{v \in V_{G}: G \models \phi(v)\right\}\right| \equiv 0(\bmod m) \quad\) Arithmetic
\(\Leftrightarrow \exists n \in \mathbb{N} .\left|\left\{v \in V_{G}: G \models \phi(v)\right\}\right|=n * m \quad\) Ind. hyp.
\(\Leftrightarrow \exists n \in \mathbb{N} .\left|\left\{v \in V_{G}: G \models_{\mathcal{A}} \operatorname{Cond}(\phi(v))\right\}\right|=n * m \quad\) Arithmetic
\(\Leftrightarrow \exists n \in \mathbb{N} .\left|\left\{\bullet \bullet V_{G} \mid \stackrel{\bullet}{x}==_{\mathcal{A}} \operatorname{Cond}(\phi(x))^{\sigma}\right\}\right| \geq n * m\)
    \(\wedge \neg\left|\left\{\bullet \subseteq V_{G} \mid \stackrel{\bullet}{\boldsymbol{x}} \models_{\mathcal{A}} \operatorname{Cond}(\phi(x))^{\sigma}\right\}\right| \geq n * m+1 \quad\) Set theory
\(\Leftrightarrow \exists n \in \mathbb{N} \cdot \exists D_{n * m} \subseteq G . \forall\left({ }_{x} \subseteq D_{n * m} \cdot{ }_{x} \models_{\mathcal{A}} \operatorname{Cond}(\phi(x))^{\sigma}\right)\)
            \(\wedge \nexists\left(D_{n * m}+{ }_{x}^{\bullet} \subseteq G \cdot{ }_{x}^{\bullet} \models_{\mathcal{A}} \operatorname{Cond}(\phi(x))^{\sigma}\right)\)
    Def. 2.2
\(\Leftrightarrow \exists n \in \mathbb{N} . \exists q_{a}: D_{n * m} \hookrightarrow G . p=q_{a} \circ a \wedge\)
    \(\forall q_{b}: \emptyset \hookrightarrow{ }_{x}^{\bullet} \cdot q_{b}\left({ }_{x}^{\bullet}\right) \subseteq q_{a}\left(D_{n * m}\right) \wedge q_{b} \models_{\mathcal{A}} \operatorname{Cond}(\phi(x))^{\sigma} \wedge\)
    \(\nexists\left(q_{c}: D_{n * m}+{ }_{x}^{\bullet} \hookrightarrow G \cdot q_{a}=q_{c} \circ c \wedge q_{c} \models_{\mathcal{A}} \operatorname{Cond}(\phi(x))^{\sigma}\right)\)
Def. 3.9
\(\Leftrightarrow \exists n \in \mathbb{N} . p=_{\mathcal{A}} \exists\left(D_{n * m}, \forall\left(D_{n * m} \sqsupseteq \bullet\right.\right.\),
    \(\left.\operatorname{Cond}(\phi(x))) \wedge \nexists\left(D_{n * m_{x}^{\bullet}}, \operatorname{Cond}(\phi(x))\right)\right) \quad Y^{\sigma}=D_{n * m}\)
\(\Leftrightarrow p \models_{\mathcal{A}} \exists\left(\bar{Y}, \forall\left(\bar{Y} \sqsupseteq{ }_{\bullet}^{\bullet}, \operatorname{Cond}(\phi(x))\right) \wedge \nexists(\bar{Y} \hookrightarrow \bar{Y} \cdot \operatorname{Cond}(\phi(x)))\right) \quad\) Construction
\(\Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}\left(\exists^{(m)} x \cdot \phi(x)\right) \Leftrightarrow p \models_{\mathcal{A}} \operatorname{Cond}\left(\exists^{(m)} x \cdot \phi(x)\right)\)
```

This concludes the proof.

We can now use Theorem 4.1 and the definition of Set conditions to prove Theorem 5.1

Proof (of Theorem 5.1). Given a CMSO graph formula $F$, we let $\operatorname{Cond}_{F}(F):=$ $\operatorname{Cond}_{\mathcal{M}}(\operatorname{Cond}(F))$. By Lemma 5.1, for any graph $G, G \models F \Leftrightarrow G \models_{\mathcal{A}} \operatorname{Cond}(F)$, and by Theorem 4.1, $G \models_{\mathcal{M}} \operatorname{Cond}_{\mathcal{M}}(\operatorname{Cond}(F))$. Since, by Definition 4.4 every Set condition is also an $\mathrm{HR}^{*}$ condition, we have $G \models F \Leftrightarrow G \models \operatorname{Cond}_{\mathcal{M}}(\operatorname{Cond}(F)) \Leftrightarrow G \models \operatorname{Cond}_{F}(F)$. $\square$

Using node-counting, it is possible to simulate edge-counting. A property $P(e)$ is valid for a number $n \equiv 0(\bmod m)$ edges iff it is valid for $n$ outgoing edges of $k$ nodes. Thus, one can group the nodes by the number of outgoing edges which fulfill $P$, and count the nodes in each group.
We already showed that HR* condition can count nodes modulo $m$. (Outgoing) edges can also be counted modulo $m$ using an HR system which generates "stars", i.e. graphs with a node $v_{0}$ in the middle, from which edges go out to otherwise isolated nodes, as seen in Figure 5.2 HR systems for generating stars are described in more detail in (Habel, 1992). In our case, however, the star graphs may be "collapsed", i.e. a node may have more than one outgoing edge to a single node. This can also be described with an HR system.


Figure 5.2: A star-generating HR system and some exemplary (undirected) stars.
Example 5.5 (edge-counting modulo 2). For $m=2$, the edge-CMSO formula $\exists^{(2)} e$. edge $(e) \wedge P(e)$ is valid if $P(e)$ is valid for an even number of edges. The number of edges satisfying $P(e)$ is even iff (a) there is an arbitrary number $k_{0}$ of nodes with an even number of edges $e$ satisfying $P(e)$ and $(\mathrm{b})$ an even number $k_{1} \equiv 0(\bmod 2)$ of nodes with an odd number of edges $e$ satisfying $P(e)$. This scheme can be translated into an $\mathrm{HR}^{*}$ condition, using the construction for node-counting and HR systems which equip a node with an even (or uneven) number of edges, similar to the HR system in Figure 5.2.

$$
\begin{aligned}
& \exists\left(\boxed{N^{0}} \widehat{N^{1}}, \quad \exists\left(\boxed{N^{0}} \widehat{N^{1}} \sqsupseteq \boxed{N^{0}}, \forall\left(\widehat{N^{0}} \sqsupseteq{ }_{1}, e_{0}(\stackrel{\bullet}{1})\right)\right)\right. \\
& \left.\wedge \quad \exists\left(N^{0} N^{1} \sqsupseteq N^{1}, \forall\left(N^{1} \sqsupseteq \bullet, e_{1}(\stackrel{\bullet}{1})\right)\right)\right) \\
& \text { where } e_{0}(\stackrel{\bullet}{1})=\exists\left(\bullet-\sqrt{E^{0}}, \nexists\left(\bullet — \bullet-\sqrt{E^{0}}\right)\right) \\
& \text { and } e_{1}(\stackrel{\bullet}{1})=\exists(\bullet 1^{1}-E^{1}, \nexists(\bullet-\underbrace{1}-E^{1}))
\end{aligned}
$$

The HR systems $N^{0}::=\emptyset \mid N^{0}:$ and $N^{1}::=\bullet \mid N^{1}:$ generate discrete graphs with an even $\left(N^{0}\right)$ or odd ( $N^{1}$ ) number of nodes.

The HR systems $\bullet_{1}^{1} E E^{0}::=\bullet \mid \bullet-\bullet-\bullet$ and $\bullet_{1}^{1} E^{1}::=\bullet_{a}^{\bullet} \mid \bullet-{ }_{1}-\bullet$ add an even (for $E^{0}$ ) or uneven $\left(E^{1}\right)$ number of edges to node ${ }_{1}^{\bullet}$ as explained above. Subconditions $e_{0}(\stackrel{\bullet}{1})$ and $e_{1}(\underset{1}{\bullet})$ ensure that every node $\bullet$ has an even (for $e_{0}$ ) or an odd (for $e_{1}$ ) number of edges.
A similar scheme can be used for any $m$, although it gets rather complicated for larger values of $m$.

### 5.3 Transforming $\mathrm{HR}^{*}$ conditions into second-order formulas

With a lower bound for the expressiveness of $\mathrm{HR}^{*}$ conditions established, we shift our attention to an upper bound. Second-order formulas are used to simulate HR* conditions.

## Theorem 5.2 (from $\mathrm{HR}^{*}$ conditions to SO formulas).

For every $\mathrm{HR}^{*}$ condition $c$ over $\emptyset$, there is a second-order graph formula $\mathrm{SO}(c)$ such that for all graphs $G \in \mathcal{G}$,

$$
G \models c \Longleftrightarrow G \models \mathrm{SO}(c)
$$

Idea. The transformation SO from an $\mathrm{HR}^{*}$ condition to a logical formula has to capture several things, which are done by appropriate sub-constructions:

1. The logical structure of the $\mathrm{HR}^{*}$ condition has to be preserved. This is simple, as the Boolean operators and quantifiers of $\mathrm{HR}^{*}$ conditions can be represented by the same operators in SO formulas.
2. The graph morphisms and graphs in $\mathrm{HR}^{*}$ conditions have to be translated into an SO formula. This is done by sub-construction $\operatorname{SOgra}(G, F)$, where $G$ is a graph to be represented and $F$ is some subformula (which may be yielded by some other part of the construction). The mappings of morphisms are preserved through the use of identical variable names.
3. The hyperedge replacement system, along with the process of hyperedge replacement, have to be encoded in SO formulas. Sub-construction SOsys fulfills this task. Hyperedges in the condition are represented by relations in the formula.
4. For $\mathrm{HR}^{*}$ conditions of the form $\exists(P \sqsupseteq C, c)$, we need to represent the sets $P^{\sigma}$ and $C^{\tau}$ for some substitutions $\sigma, \tau$. This is done by sub-construction SOset.

Figure 5.3 shows the dependencies of the parts of construction SO.


Figure 5.3: Overview of the parts of construction SO and their dependencies.

Construction. Without loss of generality, $P \hookrightarrow C$ is an inclusion. For a condition $c$ with HR system $\mathcal{R}$ and hyperedge label set Var, we let $\operatorname{SO}(\langle c, \mathcal{R}\rangle)=\wedge_{x \in \operatorname{Var}}(\exists x \cdot \operatorname{SOsys}(\mathcal{R}) \wedge$ $\mathrm{SO}(c)$ ) and define
(1) $\mathrm{SO}($ true $)=$ true .
(2) $\operatorname{SO}(\exists(P \hookrightarrow C, c))=\operatorname{SOgra}(C-P, \mathrm{SO}(c))$.
(3) $\mathrm{SO}(\exists(P \sqsupseteq C, c))=\operatorname{SOgra}\left(C, \exists X_{P}, X_{C} \cdot(\right.$

$$
\left.\left.\operatorname{SOset}\left(P, X_{P}\right) \wedge \operatorname{SOset}\left(C, X_{C}\right) \wedge X_{C} \subseteq X_{P} \wedge \operatorname{SO}(c)\right)\right),
$$

where $X_{P}, X_{C}$ are fresh second-order variables of rank 1 (i.e. set variables) and the relation $\subseteq$ is constructed in SO logic as usual: $X_{C} \subseteq X_{P}=\forall x . x \in X_{C} \Rightarrow \exists y \in$ $X_{P} \cdot x \doteq y$.
(4) $\mathrm{SO}(\neg c)=\neg \mathrm{SO}(c)$ and $\mathrm{SO}\left(c \wedge c^{\prime}\right)=\mathrm{SO}(c) \wedge \mathrm{SO}\left(c^{\prime}\right)$.

The construction is straightforward for $\mathrm{HR}^{*}$ conditions of the form (1) and (4) as given in Definition 3.8, as these have equivalent constructs in SO formulas. For $\mathrm{HR}^{*}$ conditions of form (2), it suffices to state the existence of the items in $C-P$ and to translate subcondition $c$ into an SO formula, too. The construction gets a bit more complicated for case (3). The SO formula has to state that graph $C$ exists, that the sets $X_{C}$ of nodes and edges in $C^{\tau}$ are subsets of the set $X_{P}$ of nodes and edges in $P^{\sigma}$ for some substitutions $\tau$ and $\sigma$, and that $P^{\sigma}$ includes $C^{\tau}$.

We show the construction SOgra and its sub-constructions SOnod, SOedg and SOhyp. $F$ constitutes an arbitrary subformula which may be nested inside.
The construction is split in three parts for nodes, edges and hyperedges, respectively. The construction for nodes and edges is quite straightforward: we state the existence of every node and edge and then specify the node and edge labels and the incidence relation for the edges. For the hyperedges, we state the existence of each hyperedge label $x$ with $\operatorname{rank}(x)=k$ as a $k$-ary relation $x\left(v_{1}, \ldots, v_{k}\right)$, where the elements $v_{1}, \ldots, v_{k}$ represent the attachment points of the tentacles.

Construction. For a set $A$ and SO formula $F$, let $\exists F$ be the existential closure of $F$ and $\dot{\exists} F=\exists F \wedge \bigwedge_{a \neq b}^{a, b \in A}(\neg a \doteq b)$ be the existential closure of $F$ with disjointness check. Define the universal closure $\forall F$ analogously. For a graph with variables $G$ and an SO formula $F$, we define

$$
\begin{array}{ll}
\operatorname{SOgra}(G, F) & =\operatorname{SOnod}(G, \operatorname{SOedg}(G) \wedge \operatorname{SOhyp}(G) \wedge F) \\
\operatorname{SOnod}(G, F) & =\exists \bigwedge_{v \in \mathrm{~V}_{R}} \operatorname{lab}_{\mathrm{l}_{G}(v)}(v) \wedge F \\
\operatorname{SOedg}(G) & =\exists \bigwedge_{e \in \mathrm{E}_{R}} \operatorname{lab}_{\mathrm{l}_{G}(e)}(e) \wedge \operatorname{inc}\left(e, \mathrm{~s}_{G}(e), \mathrm{t}_{G}(e)\right) \\
\operatorname{SOhyp}(G) & =\dot{\exists} \bigwedge_{\mathrm{ly}_{G}(y) \mid y \in \mathrm{Y}_{R}} \cdot \operatorname{ly}_{G}(y)\left(\operatorname{att}_{G}(y)_{1, \ldots, k}\right)
\end{array}
$$

Before we can continue, we have to make sure that every hyperedge in the $\mathrm{HR}^{*}$ condition has at least one tentacle: Since we translate hyperedges of rank $k$ into $k$-ary relations, we would otherwise end up with 0 -ary relations. An $\mathrm{HR}^{*}$ condition where each hyperedge has a minimum of one tentacle is in one-tentacle normal form.
Such a normal form is easily constructed: For each $x$-labeled hyperedge $y \subseteq C$ with zero tentacles in a condition $\exists(P \hookrightarrow C, c)$ with replacement system $\mathcal{R}$, replace the hyperedge $x$ with a hyperedge $\underset{a}{\bullet}\left[x^{\prime}\right.$ with 1 tentacle and adapt the replacement system accordingly by adding rules for $x^{\prime}$ analogous to the rules for $x$. This can be seen as a special case of the Integrate ${ }_{n}$ construction introduced later in Chapter 6.2 .
If the replacement system contains the empty graph $\emptyset$ as right-hand side of a rule, replace $\emptyset$ by $\stackrel{\bullet}{a}$ and $\exists(P \hookrightarrow C, c)$ by the disjunction $\exists(P \hookrightarrow C, c) \vee \exists\left(P \hookrightarrow C_{\bar{y}}, c_{\bar{y}}\right)$, where $C_{\bar{y}}$ is $C$ with the image of $y$ removed and likewise for $c_{\bar{y}}$.

Example 5.6. The $\mathrm{HR}^{*}$ condition EVEN $=\exists(2, \nexists(2 \bullet))$ from Example 4.5 is transformed to the one-tentacle normal form

The following transformation $\operatorname{SOsys}(\mathcal{R})$ expresses the process of hyperedge replacement for a given set $\mathcal{R}$ of HR rules using SO formulas.
The main idea of the construction is to represent hyperedges as relations over nodes. A hyperedge with $k$ nodes is represented as a $k$-ary predicate $x\left(v_{1}, \ldots, v_{k}\right)$, where the elements $v_{1}, \ldots, v_{k}$ represent the nodes attached to the hyperedge by its $k$ tentacles. In order to keep track of all nodes and edges that replace each hyperedge in a graph $G^{\sigma}$, we use $(k+1)$-ary predicates $\operatorname{Set}_{x}\left(v_{1}, \ldots, v_{k}, o\right)$, representing a set of objects $o$ which is dependent on a $x$-labeled hyperedge attached to points $v_{1}, \ldots, v_{k}$. Let $o \in \operatorname{Set}_{x}\left(v_{1}, \ldots, v_{k}\right)$ abbreviate $\operatorname{Set}_{x}\left(v_{1}, \ldots, v_{k}, o\right)$, which denotes that $o$ is element of a set dependent on $x$ and $v_{1}, \ldots, v_{k}$.

Construction. For any rule $x / R$ with $\operatorname{rank}(x)=k$ and every HR system $\mathcal{R}$, let

$$
\begin{aligned}
& \operatorname{SOsys}(\mathcal{R})=\quad \bigwedge_{x \in \operatorname{Var}}\left(\operatorname{Set}_{x} \cdot \forall v_{1}, \ldots, v_{k} \cdot x\left(v_{1}, \ldots, v_{k}\right) \Rightarrow \bigvee_{x / R \in \mathcal{R}} \operatorname{SOrule}(x / R)\right) \\
& \operatorname{SOrule}(x / R)= \\
& \operatorname{SOgra}\left(R, \operatorname{SOset}\left(R, \operatorname{Set}_{x}\left(v_{1}, \ldots, v_{k}\right)\right)\right)
\end{aligned}
$$

where $x$ and $\operatorname{Set}_{x}$ are predicates in the formula. Construction SOset is needed to keep track of the items in $G^{\sigma}$ and will be explained in the following.

In order to translate $\mathrm{HR}^{*}$ conditions of the form $\exists(P \sqsupseteq C, c)$, we need sets of every object in $P^{\sigma}$ and $C^{\sigma}$, i.e. after the substitution of the hyperedges by substitution $\sigma$. This is the role of transformation $\operatorname{SOset}(R, X)$. For a graph with variables $R$, it ensures that every node and edge in $R^{\sigma}$ (i.e. after replacing any hyperedges left in $R$ ) is member of the set $X$ in the SO formula.
The construction begins by stating that all nodes and edges of graph $R$ are in set $X$. Then, for every hyperedge $y$ in $R$, it uses the $\operatorname{predicate}^{\operatorname{Set}}\left(u_{1}, \ldots, u_{\operatorname{rank}(y)}, o\right)$ with $x=\operatorname{ly}_{R}(y)$, representing the set of items $o$ in $y^{\sigma}$, and ensures that every item is an element in $X$. Iteratively, this ensures that $X$ contains every node and edge in $R^{\sigma}$.

Construction. For any graph $R$ and unary variable $X$,

$$
\operatorname{SOset}(R, X)=\bigwedge_{o \in \mathrm{D}_{R}} o \in X \wedge \bigwedge_{y \in \mathrm{Y}_{R}} \forall v_{1}, \ldots, v_{k} . \forall o . o \in \operatorname{Set}_{x}\left(v_{1}, \ldots, v_{k}\right) \Rightarrow o \in X
$$

where $x=\operatorname{ly}_{G}(y)$ is the label and $k=\operatorname{rank}(y)$ the rank of hyperedge $y$.
Example 5.7. For the left-hand graph $G$ from Example 3.1, SOset yields the formula below. The $v_{i}$ and $u_{i}$ are nodes, while the $e_{i}$ are edges, and $u$ is the hyperedge.

$$
\begin{aligned}
\operatorname{SOset}(G, X)= & v_{1}, \ldots, v_{5}, e_{1}, \ldots, e_{7} \in X \wedge u\left(v_{5}, v_{1}, v_{3}, v_{4}\right) \\
& \wedge \forall v_{1}^{\prime}, \ldots, v_{4}^{\prime}, o . o \in \operatorname{Set}_{u}\left(v_{1}^{\prime}, \ldots, v_{4}^{\prime}\right) \Rightarrow o \in X
\end{aligned}
$$

These constructions simulate the derivation process of hyperedge replacement with an SO formula. For SOrule, every hyperedge, i.e. every tuple $x\left(v_{1}, \ldots, v_{\operatorname{rank}(x)}\right)$ implies the existence of the right-hand side of a rule $x / R$. Since $R$ can itself contain hyperedges, an arbitrary number of derivations over $\mathcal{R}$ can be simulated by SOsys. Construction SOset ensures that all equally-labeled hyperedges are substituted by identical graphs (up to isomorphism).

Example 5.8. We show the translation of the $\mathrm{HR}^{*}$ condition $c=\exists\left(\emptyset \hookrightarrow(a)+\mathbb{C}_{1}^{d}\right)$ with HR system $\underset{1}{\bullet} \xrightarrow[2]{+}::=\underset{1}{\bullet} \longrightarrow \mathbf{Q}_{2}^{\bullet} \mid \bullet_{2}^{+}$. This condition is satisfied for every graph which contains a path (of nodes and edges with the not-drawn $\square$ label) from an a-labeled node to a c-labeled node with a d-labeled loop.

$$
\begin{aligned}
& \mathrm{SO}(c)=\exists+. \operatorname{SOgra}\left(@_{1}^{+} \mathbb{C O}^{\mathrm{d}}, \text { true }\right) \wedge
\end{aligned}
$$

$$
\begin{aligned}
& \equiv \exists+, v_{1}, v_{2} \cdot \operatorname{lab}_{a}\left(v_{1}\right) \wedge \operatorname{lab}_{\mathbf{c}}\left(v_{2}\right) \wedge \exists e_{1} \cdot \operatorname{lab}_{\mathrm{d}}\left(e_{1}\right) \wedge \operatorname{inc}\left(e_{1}, v_{2}, v_{2}\right) \wedge+\left(v_{1}, v_{2}\right) \\
& \wedge\left(\forall u_{1}, u_{2}\right. \text {. } \\
& +\left(u_{1}, u_{2}\right) \Rightarrow \exists e^{\prime} . \operatorname{lab}_{\square}\left(e^{\prime}\right) \wedge \operatorname{inc}\left(e^{\prime}, u_{1}, u_{2}\right) \vee \\
& \left.+\left(u_{1}, u_{2}\right) \Rightarrow \exists u_{3} . \operatorname{lab}_{\square}\left(u_{3}\right) \wedge \exists e^{\prime} . \operatorname{lab}_{\square}\left(e^{\prime}\right) \wedge \operatorname{inc}\left(e^{\prime}, u_{1}, u_{3}\right) \wedge+\left(u_{3}, u_{2}\right)\right)
\end{aligned}
$$

Intuitively, this formula means that there are a relation + , two nodes $v_{1}, v_{2}$ labeled with a and c , respectively, $v_{2}$ has a $d$-labeled loop, $v_{1}$ and $v_{2}$ are in a relation $+\left(v_{1}, v_{2}\right)$, and for each pair $u_{1}, u_{2}$ of nodes in relation + , there is either an edge from $u_{1}$ to $u_{2}$ or an edge from $u_{1}$ to a $\square$-labeled node which is in +-relation to $u_{2}$, which effectively builds a path between $v_{1}$ and $v_{2}$. Note that the set equality constraints are not needed, as there is only one hyperedge to be substituted.

We now prove the correctness of the constructions, and, therefore, Theorem 5.2. We do this by first proving a two-part lemma.
The first part of the lemma states that the formula $\operatorname{SOgra}(R$, true $)$ is satisfied for every graph $G$ which has a (possibly non-injective) image of $R$ as a subgraph, disregarding the hyperedges. This part is used to transform conditions $\exists(\emptyset \hookrightarrow R)$, where $R$ has no hyperedges (or we just disregard them).
The second part of the lemma intuitively states that constructions SOgra and SOsys together simulate the derivation process of a graph grammar.

## Lemma 5.2 (formulas for hypergraphs and replacement systems).

For every graph with variables $R \in \mathcal{G}_{\text {Var }}$, hyperedge replacement system $\mathcal{R}$ and graph $G \in \mathcal{G}$,
(1) $G \models_{\mathcal{A}} \exists\left(R-\mathrm{Y}_{R}\right) \Longleftrightarrow G \models \operatorname{SOgra}\left(R-\mathrm{Y}_{R}\right.$, true $)$ and
(2) $G \models_{\mathcal{A}}\langle\exists(S), \mathcal{R}\rangle \Longleftrightarrow G \models \operatorname{SOgra}(S$, true $) \wedge \operatorname{SOsys}(\mathcal{R})$.

Proof. We prove both parts of the lemma separately.
Part (1): Let $G_{\bar{H}}$ be the graph $G$ with subgraph $H$ removed.
Assume $G \models_{\mathcal{A}} \exists\left(\emptyset \stackrel{a}{\hookrightarrow} R_{\overline{\mathrm{Y}_{R}}}\right)$.
By the semantics of $\mathrm{HR}^{*}$ conditions, for $p: \emptyset \rightarrow G$, this is equivalent to
$\Leftrightarrow p \models_{\mathcal{A}} \exists\left(\emptyset \xrightarrow{a} R_{\overline{Y_{R}}}\right)$
$\Leftrightarrow \exists q: R_{\overline{\mathrm{Y}_{R}}} \rightarrow G . p=q \circ a \wedge q \models_{\mathcal{A}}$ true.
By the definition of morphisms, this equals
$\Leftrightarrow \exists q: R_{\overline{Y_{R}}} \rightarrow G . \forall o \in \mathrm{D}_{R} \cdot p(o)=q(a(o))$
$\Leftrightarrow \exists R^{\prime} \in \mathcal{G} \cdot \exists q^{\prime}: R_{\overline{Y_{R}}} \rightarrow R^{\prime} \wedge R^{\prime} \subseteq G$
which can be expressed as an SO formula
$\Leftrightarrow \exists R^{\prime} \in \mathcal{G} \cdot \exists_{v \in \mathrm{~V}_{R}^{\prime}} \cdot\left(\bigwedge_{v \in \mathrm{~V}_{R}^{\prime}}\left(\operatorname{lab}_{\operatorname{lv}(v)}(v)\right) \wedge \exists_{e \in \mathrm{E}_{R}^{\prime}} \cdot\left(\bigwedge_{e \in \mathrm{E}_{R}^{\prime}}\left(\operatorname{lab}_{\mathrm{le}(e)}(e)\right) \wedge \operatorname{inc}(e, \mathrm{~s}(e), \mathrm{t}(e))\right)\right)$
$\Leftrightarrow \exists R^{\prime} \in \mathcal{G} . \operatorname{SOnod}\left(R^{\prime}, \operatorname{SO} \operatorname{edg}\left(R^{\prime}\right) \wedge \operatorname{SOhyp}\left(R^{\prime}\right)\right)$
which equals the definition of SOgra:
$\Leftrightarrow G \models \operatorname{SOgra}\left(R^{\prime}\right.$, true $) \Leftrightarrow G \models \operatorname{SOgra}\left(R_{\overline{\mathrm{Y}_{R}}}\right.$, true $)$.
Part (2): From the semantics of $\mathrm{HR}^{*}$ conditions, it is clear that for $p: \emptyset \rightarrow G$,
$G \models_{\mathcal{A}}\langle\exists(\emptyset \xrightarrow{a} S), \mathcal{R}\rangle \underset{S^{*}}{\Longleftrightarrow} p \models_{\mathcal{A}}\langle\exists(\emptyset \xrightarrow{a} S), \mathcal{R}\rangle \Leftrightarrow \exists \sigma, q: S^{\sigma} \hookrightarrow G . p=q \circ a$ $\Leftrightarrow \exists S^{\sigma}, q: S^{\sigma} \hookrightarrow G . S \Rightarrow_{\mathcal{R}}^{*} S^{\sigma}$.
We continue by induction over the length of derivations.
Basis. By the definition of derivations,
$\exists S^{\sigma} \in \mathcal{G}, q: S^{\sigma} \rightarrow G . S \Rightarrow_{\mathcal{R}} S^{\sigma} \Longleftrightarrow \exists S^{\sigma}, q: S^{\sigma} \rightarrow G . \exists x / R \in \mathcal{R} . S \Rightarrow_{x / R} S^{\sigma}$
$\Leftrightarrow \exists S^{\sigma}, q: S^{\sigma} \rightarrow G . \exists y \in \mathrm{Y}_{S} \cdot \operatorname{ly}(y)=x \wedge S^{\sigma} \cong S_{\bar{y}} \cup R \wedge \forall i \in[k] \cdot \operatorname{pin}_{R i}=\operatorname{att}_{S}(y)_{i}$
By Lemma 5.2, we can reduce this to
$\Leftrightarrow \exists y \in \mathrm{Y}_{S} . \operatorname{ly}(y)=x \wedge G \models \operatorname{SOgra}\left(S_{\bar{y}} \cup R_{\overline{\operatorname{Pin}(R)}}, \bigwedge_{i \in[k]} \operatorname{pin}_{R i} \doteq \operatorname{att}_{S}(y)_{i}\right)$.
Since $k \geq 1$ and $v_{i}=\operatorname{pin}_{R i}$ for $i \in[k]$, we include the formula for $\operatorname{SOgra}(S$, true $)$ :
$\Leftrightarrow G \models \operatorname{SOgra}(S$, true $\left.) \wedge \forall_{i \in[k]} v_{i} \cdot x\left(v_{1}, \ldots, v_{k}\right) \Rightarrow \operatorname{SOgra}\left(R_{\overline{\operatorname{Pin}(R)}}, \wedge_{i \in[k]} v_{i} \doteq \operatorname{att}_{S}(y)_{i}\right)\right)$.
and by the definition of SOsys, we get
$\Leftrightarrow G \models \operatorname{SOgra}(S$, true $) \wedge \forall_{i \in[k]} v_{i}$. SOrule $(x / R)$.
Since $S$ has only a single hyperedge, $x^{\prime}\left(v_{1}, \ldots, v_{\text {rank } x^{\prime}}\right)$ is false for every $x^{\prime} \neq x$, $\Leftrightarrow G \models \operatorname{SOgra}(S$, true $) \wedge \operatorname{SOsys}(\mathcal{R})$.
Hypothesis. For some $S^{\prime} \in \mathcal{G}_{\text {Var }}$ with $S \Rightarrow_{\mathcal{R}} S^{\prime}$, assume
$\exists S^{\prime}, q^{\prime}: S^{\prime} \rightarrow G \cdot S^{\prime} \Rightarrow{ }_{\mathcal{R}}^{*} S^{\sigma} \Longleftrightarrow G \vDash \operatorname{SOgra}\left(S^{\prime}\right.$, true $) \wedge \operatorname{SOsys}(\mathcal{R})$.
Step. Then
$\exists S^{\sigma}, q: S^{\sigma} \rightarrow G . S \Rightarrow_{\mathcal{R}}^{*} S^{\sigma} \Longleftrightarrow \exists S^{\sigma}, q: S^{\sigma} \rightarrow G . \exists S^{\prime} . S \Rightarrow_{\mathcal{R}} S^{\prime} \Rightarrow_{\mathcal{R}}^{*} S^{\sigma}$.
By Lemma 5.2, we can express $S^{\prime}$ as an SO formula
$\Leftrightarrow \exists S^{\prime} . G \models \operatorname{SOgra}\left(S^{\prime}\right.$, true $) \wedge \bigwedge_{x \in \operatorname{Var}} \bigvee_{x / R \in \mathcal{R}} \forall v_{i}$. SOrule $(x / R)$
$\Leftrightarrow \exists S^{\prime} . G \models \operatorname{SOgra}\left(S^{\prime}\right.$, true $) \wedge \operatorname{SOsys}(\mathcal{R}) \wedge S \Rightarrow_{\mathcal{R}} S^{\prime} \Leftrightarrow G \models \operatorname{SOgra}(S$, true $) \wedge \operatorname{SOsys}(\mathcal{R})$.
This completes the inductive proof.
We can now prove Theorem 5.2: For every HR* condition $c$ and for all graphs $G \in \mathcal{G}$,

$$
G \models c \Longleftrightarrow G \models \mathrm{SO}(c) .
$$

Proof (of Theorem 5.2). We first show that $G \models_{\mathcal{A}} c \Longleftrightarrow G \models \mathrm{SO}(c)$ and conclude by Theorem 4.1 that $G \models c \Longleftrightarrow G \models \mathrm{SO}(c)$. The proof proceeds by induction over the structure of $\mathrm{HR}^{*}$ conditions. The proofs for conditions true, $\neg c$ and $c \wedge c^{\prime}$ are straightforward. For conditions $\exists(a, c)$, we use Lemma 5.2 to show that graph morphisms and substitution can be simulated by our construction. For conditions $\exists(P \sqsupseteq C, c)$, Lemma 5.2 is used to show that the inclusion of $C^{\sigma}$ in $P^{\sigma}$ is simulated by the constructed formula.
Basis. $c=$ true. Then $\mathrm{SO}(c)=$ true $\Leftrightarrow G \models_{\mathcal{A}}$ true $\Leftrightarrow$ true $\Leftrightarrow \mathrm{SO}(c) \models$ true.
Hypothesis. Assume that for $\mathrm{HR}^{*}$ conditions $c_{i}, i \in \mathbb{N}$, the statement holds:
$G \models_{\mathcal{A}} c_{i} \Leftrightarrow G \models \mathrm{SO}\left(c_{i}\right)$.

## Step.

Case $c=\exists\left(P \stackrel{a}{\hookrightarrow} C, c_{1}\right)$. By the definition of $\mathrm{HR}^{*}$ conditions and the induction hypothesis, we have $G \models_{\mathcal{A}} \exists\left(a, c_{1}\right) \Leftrightarrow \exists \sigma, p: P \hookrightarrow G, q: C^{\sigma} \rightarrow G . q \circ a^{\sigma}=p \wedge q \models_{\mathcal{A}, \sigma} c_{1}$.
Using constructions SOgra yields $\Leftrightarrow G \models \exists+. \operatorname{SOgra}\left(C-P, \operatorname{SO}\left(c_{1}\right)\right) \wedge \operatorname{SOsys}(\mathcal{R})$. The graph $C-P$ has no dangling edges, since $C$ adds only a single object to $P$, either a node or a (hyper-)edge connected to nodes in $P$. By the construction of SO, we have $G \models \operatorname{SO}\left(\exists\left(a, c_{1}\right)\right)$.
Case $c=\exists\left(P \sqsupseteq C, c_{1}\right)$. By the definition of $\mathrm{HR}^{*}$ conditions and the induction hypothesis, we have $G=_{\mathcal{A}} \exists\left(P \sqsupseteq C, c_{1}\right) \Leftrightarrow \exists p: P \rightarrow G, \sigma, b: C^{\sigma} \rightarrow P^{\sigma}, q: C^{\sigma} \rightarrow$ $G . p \circ b=q \wedge q \models_{\mathcal{A}, \sigma} c_{1} \Leftrightarrow \exists \sigma . P^{\sigma} \supseteq C^{\sigma} \wedge C \models_{\mathcal{A}, \sigma} c_{1} \Leftrightarrow \exists \sigma . P^{\sigma} \supseteq C^{\sigma} \wedge \mathrm{SO}\left(c_{1}\right)$. We can now use the constructions SOgra and then SO:
$\Leftrightarrow G \models \operatorname{SOgra}\left(C, \exists X_{P}, X_{C} . \wedge_{x \in \mathrm{D}_{P}}\left(x \in X_{P}\right) \wedge \wedge_{y \in \mathrm{D}_{C}}\left(y \in X_{C}\right) \wedge X_{C} \subseteq X_{P} \wedge \operatorname{SO}\left(c_{1}\right)\right)$
$\Leftrightarrow G \models \operatorname{SOgra}\left(C, \exists X_{P}, X_{C}\right.$. $\left.\operatorname{SOset}\left(P, X_{P}\right) \wedge \operatorname{SOset}\left(C, X_{C}\right) \wedge X_{C} \subseteq X_{P} \wedge \operatorname{SO}\left(c_{1}\right)\right)$
$\Leftrightarrow G \models \operatorname{SO}\left(\exists\left(P \sqsupseteq C, c_{1}\right)\right)$.
Case $c=\neg c_{1} . \mathrm{SO}(c)=\neg \mathrm{SO}\left(c_{1}\right)$. By the induction hypothesis and Theorem 4.1, we have $G \models_{\mathcal{A}} c \Leftrightarrow G \not \vDash_{\mathcal{A}} c_{1} \Leftrightarrow G \not \models \mathrm{SO}\left(c_{1}\right) \Leftrightarrow G \models \mathrm{SO}(c)$.
Case $c=c_{1} \wedge c_{2} . \mathrm{SO}(c)=\mathrm{SO}\left(c_{1}\right) \wedge \mathrm{SO}\left(c_{2}\right)$. Using the induction hypothesis and Theorem 4.1, we get: $G \models_{\mathcal{A}} c_{1} \wedge c_{2} \Leftrightarrow G \models \mathrm{SO}\left(c_{1}\right) \wedge \mathrm{SO}\left(c_{2}\right) \Leftrightarrow G \models \mathrm{SO}\left(c_{1} \wedge c_{2}\right)$.
This concludes the proof of Theorem 5.2 .
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Figure 5.4 shows a diagram comparing the expressive power of graph formulas, nested


Figure 5.4: Overview of the expressive power of graph formulas and conditions.
and $\mathrm{HR}^{*}$ conditions. An arrow from $A$ to $B$ in the diagram signifies that $A$ is less or equally expressive than $B$.

1. Nested conditions are equivalent to first-order graph formulas (Habel and Pennemann, 2009).
2. $\mathrm{HR}^{*}$ conditions are at least as expressive as monadic (Habel and Radke, 2010) and counting monadic second-order logic (Radke, 2013).
3. $\mathrm{HR}^{*}$ conditions are at most as expressive as second-order logic (Radke, 2013).
4. M-conditions are equivalent to monadic second-order graph formulas (Poskitt and Plump, 2014).

## Open questions.

1. It remains open whether $\mathrm{HR}^{*}$ conditions are strictly less expressive than SO formulas. The author suspects this to be the case: SO formulas allow quantification over arbitrary relations, which seems to be more powerful than the replacing of hyperedge variables according to a hyperedge replacement system, as used in $\mathrm{HR}^{*}$ conditions.
2. The exact relation between $\mathrm{HR}^{*}$ conditions and the $\mu$-conditions from (Flick, 2016) is not yet clear. While $\mu$-conditions can express the language of string graphs (see (Habel, 1992)) of the form $a^{\left(4^{n}\right)}$, i.e. graphs of the form
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it is probably impossible to express this language using $\mathrm{HR}^{*}$ conditions. On the other hand, as stated above, $\mu$-conditions cannot express every counting monadic second-order property. It is likely, but not yet proven, that the expressiveness of both languages is incomparable.

## Chapter 6

## Correctness relative to $\mathrm{HR}^{*}$ conditions
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HR* conditions fulfill a double role as general constraints for graphs and application conditions for graph transformation rules. The difference is easy to spot: application conditions are $\mathrm{HR}^{*}$ conditions over the left- or right-hand side of some rule. Constraints are conditions over the empty graph and are usually not linked to a specific rule.
This chapter introduces basic transformations for $\mathrm{HR}^{*}$ conditions, similar to the basic transformations for nested conditions introduced in (Habel, Pennemann, and Rensink, 2006) and generalized in (H. Ehrig et al., 2012). These transformations are used to transform constraints into application conditions for graph programs and vice versa, and serve as building blocks for the construction of weakest preconditions.
First, two transformations are presented that transform an $\mathrm{HR}^{*}$ constraint (i.e. a condition over the empty graph $\emptyset$ ) over a morphism, yielding a (right) application condition for a rule. The transformation in Chapter 6.1 is a simple one for special cases, while the transformation in Chapter 6.2 can transform any $\mathrm{HR}^{*}$ condition, but is more complicated. Both transformations are combined into compound transformation A, using the simple variant whenever possible and reverting to the general variant otherwise. In Chapter 6.3, a transformation L (for "left") is introduced that converts right into left
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Figure 6.1: Basic transformations for $\mathrm{HR}^{*}$ conditions.
application conditions. A third transformation, C, transforms a left application condition into a constraint and is introduced in Chapter 6.4. Transformation Appl in Chapter 6.5 encodes the applicability of a rule into an $\mathrm{HR}^{*}$ condition. These transformations are useful on their own to convert between constraints over the empty graph and application conditions, as well as between left and right application conditions. In combination, they provide a conversion from a postcondition of some rule into a weakest precondition, which is explained in Chapter 6.6. Figure 6.2 illustrates the relation of this chapter's theorems.


Figure 6.2: Illustration of constructions and theorems

As usual, this chapter uses $\mathrm{HR}^{*}$ conditions with $\mathcal{M}$-satisfaction and substitution semantics.

### 6.1 Shifting for path-like conditions

One of the most useful constructions for graph conditions is the so-called shifting of a condition over an (injective) morphism. In (Pennemann, 2009), it is used on nested conditions to simplify them, is an essential part of the ProCon theorem prover and, most importantly, to translate a postcondition over the empty graph into a right application condition for some rule.
We now establish a construction for $\mathrm{HR}^{*}$ conditions that can serve the same purposes that Shift serves for nested conditions. However, the presence of variables in HR* conditions makes this task considerably more difficult, and we restrict the kind of morphisms we shift over: We only shift over morphisms that are injective, and also isomorphic on hyperedges, i.e. over morphisms $b: P \hookrightarrow P^{\prime}$ where $\mathrm{Y}_{P} \cong \mathrm{Y}_{P^{\prime}}$.
For a certain subset of $\mathrm{HR}^{*}$ conditions, shifting over morphisms is substantially easier than for the whole class. These $\mathrm{HR}^{*}$ conditions are restricted in the HR systems allowed and are called path-like conditions, since they allow the construction of paths and similar structures.

Definition 6.1 (path-like condition). A hyperedge replacement system $\mathcal{R}$ is path-like if, for each rule $x / R \in \mathcal{R}$, all of the following conditions hold:

1. The undirected graph $R^{\prime}$ induced by $R$ does not contain a circle involving a hyperedge (see Figure 6.3).
2. Every pinpoint in $\operatorname{Pin}(R)$ is either directly incident to a hyperedge or has no path to any hyperedge in the undirected induced graph $R^{\prime}$.
3. Every hyperedge of rank $\geq 1$ in $R$ has at least one tentacle adjacent to a pinpoint in $\operatorname{Pin}(R)$.

An HR* condition is path-like if its replacement system is path-like.


Figure 6.3: Two graphs whose undirected induced graphs both contain a circle over a hyperedge.

Example 6.1 (path-like conditions). In order to illustrate path-like conditions, we look at some examples.

- The set of discrete graphs is a very simple path-like condition:

$$
\exists(\square) \text { with } \square::=\emptyset \mid \bullet \square
$$

[^11]- As is to be expected, paths are path-like:
- Trees can also be expressed with path-like conditions, the replacement system is only a slight extension of the one for paths:

- However, a similar extension where the third rule contains a loop leads to seriesparallel graphs, which are not path-like, since the third rule includes a circle over two hyperedges:

- The following alternative replacement system to generate trees is not path-like, since the single pinpoint 1 in the second rule has a path to the hyperedge.


The intuition behind this definition, as can be seen in the examples, is to force the grammar to generate new items "in the middle", i.e. a replacement step can add to a path in both directions. This makes the replacement system highly ambiguous, which is useful in this case - it provides a way to generate the items of a path, tree or other allowed structures in arbitrary sequence. Furthermore, loops that span over several tentacles of a hyperedge are disallowed, since this would also constrain the possible sequences of derivation steps.
The following lemma on arbitrary separability expresses the fact that a path-like replacement system can generate the items of a graph in arbitrary order.

## Lemma 6.1 (separability of path-like grammars).

Let $(\mathcal{R}, S)$ be a hyperedge replacement grammar with a path-like replacement system $\mathcal{R}$ and start graph $S$. For every graph $G \in \mathcal{L}(\langle\mathcal{R}, S\rangle)$ and every item $x$ in $G$, there is a graph with variables $S^{\prime}$ and a number $k \leq|\mathcal{R}|$ limited by the number of rules, such that $x \in S^{\prime}$ and $S \Rightarrow{ }_{\mathcal{R}}^{k} S^{\prime} \Rightarrow{ }_{\mathcal{R}}^{*} G$.


Proof. Without loss of generality, we assume that $\mathcal{R}$ contains no unreachable rules. We decompose $G$ into graphs $G_{a}, G_{b}$ and $G_{a b}$ such that $G_{a}$ and $G_{b}$ are disjoint up to a small (i.e. no bigger than the right-hand side of a rule in $\mathcal{R}$ ) environment $G_{a b}$ around item $x$. This decomposition is always possible because $\mathcal{R}$ is path-like and there are no loops over hyperedges, thus there can be no edge between nodes in $G_{a}$ and $G_{b}$.


Since $x$ is an item in $G, x$ (together with its environment $G_{a b}$ ) is either in $S$ or has to be generated by some rule in $\mathcal{R}$. If $x$ is in $S$, it is also in any derived graph $S^{\prime}$, since $\mathcal{R}$ is, by assumption, monotone and cannot remove items. Otherwise, let $S_{x}$ be the graph in which $G_{a b}$ is generated, i.e. the first graph in the derivation $S \Rightarrow{ }^{*} S_{x} \Rightarrow^{*} G$ containing $x$. Again, we can decompose $S_{x}$ into two graphs $S_{a}$ and $S_{b}$ which are disjoint up to the environment $S_{a b}$ that contains $x$. This decomposition always exists for the reasons given above.
Since $\mathcal{R}$ is path-like, pinpoints in the rule's right-hand side are either isolated from or directly connected to a hyperedge, so $G_{a b}$ contains neither pinpoints nor hyperedges. This implies that there is a derivation $S_{a} \Rightarrow_{\mathcal{R}}^{*} G_{a}$, and that there is a hyperedge $S_{a}^{\prime}$ with $S_{a}^{\prime} \Rightarrow{ }_{\mathcal{R}}^{*} S_{a}$. The same goes for $G_{b}$.
Since $\mathcal{R}$ has no unreachable rules and is (as every HR system) context-free, the rule generating $S_{a}^{\prime}+G_{a b}+S_{b}^{\prime}$ can be reached within no more than $k=|\mathcal{R}|$ steps $\underbrace{2}$

Path-like conditions can be shifted over morphisms into corresponding conditions over the codomain of the morphism.

## Theorem 6.1 (Shifting of path-like conditions over morphisms).

There is a transformation Shift* such that for every path-like condition $c$ over $P$ and every morphism $b: P \rightarrow P^{\prime}$, there is a path-like condition Shift ${ }^{*}(b, c)$ such that, for all morphisms $n: P^{\prime} \rightarrow G$,

$$
\begin{aligned}
& n \circ b \models c \Longleftrightarrow n \models \operatorname{Shift}^{*}(b, c) \text {. } \\
& { }^{c} \triangleright P \xrightarrow{b} \xrightarrow{b} P^{\prime} \triangleleft \operatorname{Shift}^{*}(b, c)
\end{aligned}
$$

The construction of transformation Shift* relies on the properties of path-like conditions, in particular Lemma 6.1. A partial expansion of the condition along the replacement system ensures that items in the (expanded) condition can be unified with items in the

[^12]codomain of the morphism to shift over, while at the same time keeping the condition finite.

Construction. Shift* is defined inductively on the structure of conditions. For any injective morphism $b: P \hookrightarrow P^{\prime}$ and replacement system $\mathcal{R}$, we have:

- Shift $^{*}(b$, true $)=$ true.
- $\operatorname{Shift}^{*}(b, \exists(P \hookrightarrow C, c))=\bigvee_{\tau \in \Sigma_{b}} \bigvee_{\left(a^{\prime}, b^{\prime}\right) \in \mathcal{F}} \exists\left(a^{\prime}, \operatorname{Shift}^{*}\left(b^{\prime}, c^{\tau}\right)\right)$, where
$\Sigma_{b}$ is the (finite) set of all derivations along $\mathcal{R}$ with no more than $|\mathcal{R}|$ steps, and $\mathcal{F}$ is the set of all jointly surjective morphism pairs ( $a^{\prime}, b^{\prime}$ ) with $a^{\prime} \circ b=b^{\prime} \circ a^{\tau}$ (see left diagram below).
- $\operatorname{Shift}^{*}(b, \exists(P \sqsupseteq C, c))=\exists\left(P^{\prime} \sqsupseteq C^{\prime}, \operatorname{Shift}^{*}\left(b^{\prime}, c\right)\right)$ as per the right diagram below.
- $\operatorname{Shift}^{*}(b, \neg c)=\neg \operatorname{Shift}^{*}(b, c)$.
- $\operatorname{Shift}^{*}\left(b, c \wedge c^{\prime}\right)=\operatorname{Shift}^{*}(b, c) \wedge \operatorname{Shift}^{*}\left(b, c^{\prime}\right)$.



Example 6.2. We shift the path-like condition $\exists(\emptyset \rightarrow \underset{1}{\bullet} \xrightarrow{+})$ with replacement system $\mathcal{R}=\underset{1}{\bullet} \xrightarrow[2]{+}::=\underset{1}{\bullet} \longrightarrow{ }_{2} \mid \stackrel{+}{\bullet} \xrightarrow{+} \xrightarrow{+}$ over morphism $b: \emptyset \hookrightarrow_{8}^{\bullet} \underset{9}{\bullet}$.

For the second element of $\Sigma_{b}$, we show the set $\mathcal{F}$ exemplary:


The condition is expanded considerably by the construction. However, many cases are equivalent to or implied by other cases, so a simplification of the condition by eliminating cases which are implied by others is advisable after using Shift*.

Proof (of Theorem 6.1). By induction over the structure of conditions.
Basis. For the condition true, the equivalence holds trivially.
Hypothesis.Let $n \circ b \models c^{\prime} \Longleftrightarrow n \models \operatorname{Shift}^{*}\left(b, c^{\prime}\right)$.

## Step.

Case true. See induction basis.
Case $\exists(P \stackrel{a}{\hookrightarrow} C, c)$. We do both directions of the proof separately.
" $\Leftarrow$ ". Assume that $n \models \operatorname{Shift}^{*}(b, c)$. By construction, this equals
$n \equiv \bigvee_{\tau \in \Sigma_{b}} \bigvee_{\left(a^{\prime}, b^{\prime}\right) \in \mathcal{F}} \exists\left(a^{\prime}, \operatorname{Shift}^{*}\left(b^{\prime}: C^{\tau} \hookrightarrow C^{\prime}, c^{\tau}\right)\right)$. By the definition of satisfaction, this implies there is a substitution $\nu$ and an injective morphism $q^{\prime}: C^{\prime \nu} \hookrightarrow G$ such that $q^{\prime} \circ a^{\prime \nu}=n$ and $q^{\prime} \models \operatorname{Shift}^{*}\left(b^{\prime}, c^{\tau}\right)^{\nu}$. Let $C^{\prime \prime}=C^{\prime \nu}$ and $\sigma=\nu \circ \tau$ and $C^{\sigma}=C^{\tau \circ \nu}$. We construct $b^{\prime \prime}: C^{\sigma} \hookrightarrow C^{\prime \prime}$, with $b^{\prime \prime}(x)=b^{\prime}(x)$ if $x \in C^{\tau}$ and $b^{\prime \prime}(x)=x$ else. Now $q^{\prime} \models \operatorname{Shift}^{*}\left(b^{\prime}, c^{\tau}\right)^{\nu}$ is equivalent to $q^{\prime} \circ b^{\prime \prime} \models \operatorname{Shift}^{*}\left(b^{\prime}, c^{\nu \circ \tau}\right)$. Let $q=q^{\prime} \circ b^{\prime \prime}$. By the hypothesis, $q^{\prime} \models \operatorname{Shift}^{*}\left(b^{\prime \prime}, c^{\sigma}\right) \Leftrightarrow q^{\prime} \circ b^{\prime \prime}=q \models c^{\sigma}$. We now have a substitution $\sigma$ such that $n \circ b \circ a^{\sigma}=q$ and $q \models c^{\sigma}$. By definition of satisfaction, this is equivalent to $n \circ b \vDash \exists(P \stackrel{a}{\hookrightarrow} C, c)$.


$$
" \Rightarrow " \text { Assume } n \circ b \models \exists(P \stackrel{a}{\hookrightarrow} C, c) .
$$

By the semantics of $\mathrm{HR}^{*}$ conditions, there are substitution $\sigma$ and an injective morphism $q: C^{\sigma} \hookrightarrow G$ such that $n \circ b \circ a^{\sigma}=q$ and $q \models c^{\sigma}$.
By $\mathcal{E}^{\prime}-\mathcal{M}$-pair factorization of the cospan $P^{\prime} \xrightarrow{n} G \stackrel{q}{\leftarrow} C^{\sigma}$, we have unique morphisms $a^{\prime \prime}: P^{\prime} \rightarrow C^{\prime \prime}, b^{\prime \prime}: C^{\sigma} \rightarrow C^{\prime \prime}$ and $q^{\prime}: C^{\prime \prime} \hookrightarrow G$ such that $a^{\prime \prime}$ and $b^{\prime \prime}$ are jointly surjective, $n=q^{\prime} \circ a^{\prime \prime}$ and $q=q^{\prime} \circ b^{\prime \prime}$ (see diagram). Note that $b^{\prime \prime}$ is injective, since $q$ and $q^{\prime}$ are injective.
By Lemma 6.1, we can split $\sigma=\tau \circ \nu$ with $\tau$ consisting of $k \leq|\mathcal{R}|$ derivation steps of $\mathcal{R}$. Since $b^{\prime \prime}$ is injective, we can construct morphism $b^{\prime}: C^{\tau} \hookrightarrow C^{\prime}$ by restricting $b^{\prime \prime}$ to $C^{\tau}$. This construction also implies $C^{\prime \nu}=C^{\prime \prime}$.
For a morphism $m: G \rightarrow H$, let $m_{-\mathrm{Y}}: G-\mathrm{Y}_{G} \rightarrow H-\mathrm{Y}_{H}$ be the morphism restricted to nodes and (non-hyper-)edges. Note that for $C^{\prime} \Rightarrow_{\nu} C^{\prime \prime}$, there is an underlying injective morphism $m_{\nu}: C^{\prime}-\mathrm{Y}_{C^{\prime}} \hookrightarrow C^{\prime \prime}\left(C^{\prime \prime}\right.$ contains no hyperedges, so $\left.C^{\prime \prime}=C^{\prime \prime}-\mathrm{Y}_{C^{\prime \prime}}\right)$.
By $\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization of $a_{-\mathrm{Y}}^{\prime \prime}$ and $b_{-\mathrm{Y}}^{\prime \prime}$, we can construct morphisms $a_{-\mathrm{Y}}^{\prime}$ and $b_{-\mathrm{Y}}^{\prime}$ such that $a_{-\mathrm{Y}}^{\prime \prime}=m_{\nu} \circ a_{-\mathrm{Y}}^{\prime}, b_{-\mathrm{Y}}^{\prime \prime}=m_{\nu} \circ b_{-\mathrm{Y}}^{\prime}$ and $\left(a_{-\mathrm{Y}}^{\prime}, b_{-\mathrm{Y}}^{\prime}\right)$ are jointly surjective.
By definition, $b$ is isomorphic on hyperedges (i.e. $b$ restricted to hyperedges is an isomorphism); $b^{\prime \prime}$ does not contain any hyperedges since $\nu$ replaced all hyperedges, and by its construction, $b^{\prime}$ is also isomorphic on hyperedges. This implies that there is a morphism $a^{\prime}: P^{\prime} \rightarrow C^{\prime}$, that $b^{\prime} \circ a^{\tau}=a^{\prime} \circ b$, that $b^{\prime}$ is also surjective on hyperedges, and that $\left(a^{\prime}, b^{\prime}\right)$ are jointly surjective. Since this matches the construction of Shift*, $n=\operatorname{Shift}^{*}(b, \exists(P \hookrightarrow C, c))$.

Case $\exists(P \sqsupseteq C, c)$. By the satisfaction of $\mathrm{HR}^{*}$ conditions, $n \circ b \models \exists(P \sqsupseteq C, c) \Leftrightarrow$ $\exists a: C \hookrightarrow P, q: C \hookrightarrow G . q=n \circ b \circ a \wedge q \vDash c$. Since $q=n \circ b \circ a$, we also have $n \circ b \circ l=q \circ r$ and thus, there is an injective $a^{\prime}: C \hookrightarrow P^{\prime}$ such that $q^{\prime}=n \circ a^{\prime}$. By the hypothesis, $q^{\prime} \models \operatorname{Shift}^{*}\left(b^{\prime}, c\right)$ and thus we gain $n \models \operatorname{Shift}^{*}(b, \exists(P \sqsupseteq C, c))$.


Case $\neg c$. trivial.
Case $c_{1} \wedge c_{2}$. trivial.
This concludes the proof.

In order to motivate the next part, we illustrate why the above construction does not work for non-pathlike $\mathrm{HR}^{*}$ conditions, using the grammar for series-parallel graphs from Example 6.1.

Example 6.3. We first recall the replacement system for series-parallel graphs from Example 6.1.


The graph below can be generated by alternatively using the parallel and the serial rule on the rightmost hyperedge. This construction principle leads to a subclass of series-parallel graph which all consist of a path with parallel edges to the last node from every other node (except the last-but-one).


Suppose that during Shift*, we want to identify a node $v$ with node 4 from the above graph. It turns out that in order to generate node 4, we first have to generate all the nodes left of it. Otherwise, it is impossible to generate the bent parallel edges. More generally, in order to generate node $n$ of a graph with $n+1$ nodes, it is necessary to generate $n$ nodes before. Since the Shift ${ }^{*}$ construction only allows a limited number of derivation steps, it cannot work for series-parallel graphs.

### 6.2 Shifting for arbitrary $\mathrm{HR}^{*}$ conditions

The above construction Shift* works well in the case of path-like replacement systems. However, $\mathrm{HR}^{*}$ conditions are not path-like in general, and shifting over morphisms should be possible for arbitrary conditions. We now show a transformation that shifts arbitrary HR $^{*}$ conditions over morphisms. This transformation needs considerably more effort than the version for path-like conditions. Whenever possible, that construction should be used to shift conditions, and the below construction reserved for $\mathrm{HR}^{*}$ conditions which are not path-like.
The final goal of this subchapter is the following theorem, stating that any $\mathrm{HR}^{*}$ constraint can be transformed into a right application condition for a rule.

## Theorem 6.2 (from postcondition to right application condition).

There is a transformation A such that for any rule $\rho=\langle L \hookleftarrow K \hookrightarrow R\rangle$, any $\mathrm{HR}^{*}$ condition $c$ over $\emptyset$, there is an $\mathrm{HR}^{*}$ condition $\mathrm{A}(\rho, c)$ such that for any injective morphism $m^{\prime}: R \hookrightarrow H$,

$$
m^{\prime} \models \mathrm{A}(\rho, c) \Longleftrightarrow H \models c .
$$

Our goal is to identify "external" nodes with nodes generated by a substitution. We do this by "integrating" the external nodes into the hyperedge with additional tentacles. During the replacement process of the hyperedges, the additional nodes connected to these tentacles can be identified with a generated node. The following construction $\operatorname{Shiva}(\mathcal{R}, k)^{3}$ is given a natural number $k$ and an HR system $\mathcal{R}$ and equips the rules of $\mathcal{R}$ with up to $k$ additional tentacles. For hyperedge label $x$, we use the label $(x, k)$ to denote a "similar" hyperedge label with $k$ more tentacles. This "similarity" means that rules $x / R$ and $(x, k) / R^{\prime}$ should generate isomorphic graphs, minus some added tentacles and their pinpoints in $R^{\prime}$. The purpose of this construction is to generate an HR system $\mathcal{R}^{\prime}$ such that each graph $G$ of sufficient size (i.e. of at least $k$ nodes) generated by an HR grammar $\left(\mathcal{R}, x^{\bullet}\right)$ can also be generated by $\left(\operatorname{Shiva}(\mathcal{R}, k),(x, k)^{\bullet}\right)$ and vice versa.
Let $\langle R\rangle$ be the graph $R$ with all its hyperedges removed. The construction adds, for all rules $x / R \in \mathcal{R}$, rules $x^{\nu} / R^{\tau}$, where $\nu$ and $\tau$ are substitutions from a replacement system $\mathcal{T}_{k}$ that adds from 0 up to $k$ tentacles to hyperedges. So $x^{\nu} / R^{\tau}$ is a rule $x / R$ with some tentacles (and their pinpoints) added. The set of these rules is filtered such that each new pinpoint in $x^{\nu}$ should have an image in $R^{\tau}$ and vice versa. This means there is an injective morphism $\alpha^{\prime}$ from $\left\langle x^{\nu}\right\rangle$ to $R^{\tau}$ and each node in $R^{\tau}$ has a preimage in $R$ or $x^{\nu}-x$, as expressed by the diagram in the construction below.

Construction. Let the HR system $\mathcal{T}_{k}$ consist of rules that add up to $k$ tentacles to each hyperedge $x$ occurring as a left hand side in $\mathcal{R}$, i.e.

$$
\mathcal{T}_{k}=\left\{x /(x, i)^{\bullet} \mid x / R \in \mathcal{R}, i \in[0, k]\right\}
$$

[^13]Given an HR system $\mathcal{R}$, let $\operatorname{Shiva}(\mathcal{R}, k)$ be the set of all rules $x^{\nu} / R^{\tau}$ such that $x / R$ is a rule in $\mathcal{R}$ and $\nu, \tau \in \mathcal{T}_{k}$ are substitutions adding tentacles such that every node that $\nu$ adds to $x, \tau$ adds to $R$, i.e.

$$
\operatorname{Shiva}(\mathcal{R}, k):=\left\{x^{\nu} / R^{\tau} \mid x / R \in \mathcal{R}, \nu, \tau \in \mathcal{T}_{k}\right\}
$$

such that the diagram below commutes (i.e. $\alpha^{\prime} \circ \beta=\beta^{\prime} \circ \alpha$ ) and $\alpha^{\prime}$ and $\beta^{\prime}$ are jointly surjective.


An example illustrates the way the construction works.
 yields the new set of rules


The construction essentially does not change the languages that can be generated with the help of the HR systems. The following lemma captures this property.

## Lemma 6.2 (Shiva is language-invariant).

For any HR grammar $\left(\mathcal{R}, x^{\bullet}\right)$ with language $L=\mathcal{L}\left(\mathcal{R}, x^{\bullet}\right)$ and any natural number $k$, the HR grammar (Shiva $\left.(\mathcal{R}, k),(x, k)^{\bullet}\right)$ generates the language $\{G \in L||G| \geq \operatorname{rank}(x)+k\}$, i.e. the language of all graphs in $L$ except those with less than $\operatorname{rank}(x)+k$ nodes.

Proof (of Lemma 6.2). Both directions of the proof are done separately. Let $\mathcal{R}^{\prime}=$ $\operatorname{Shiva}(\mathcal{R}, k)$ and $L^{\prime}=\mathcal{L}((\operatorname{Shiva}(\mathcal{R}, k),(x, k) \bullet))$.
Case $G^{\prime} \in L^{\prime} \Longrightarrow G^{\prime} \in L$. Every graph $G^{\prime} \in L^{\prime}$ is the result of a derivation $(x, k)^{\bullet} \Rightarrow_{\mathcal{R}^{\prime}}^{*} G^{\prime}$. By the construction, for every derivation step $G_{i}^{\prime} \Rightarrow_{x_{i}^{\prime} / R_{i}^{\prime}} G_{i+1}^{\prime}$, the rule $x_{i}^{\prime} / R_{i}^{\prime} \in \mathcal{R}^{\prime}$ is constructed from a rule $x_{i} / R_{i} \in \mathcal{R}$, and there is a derivation step $G_{i} \Rightarrow_{x_{i} / R_{i}} G_{i+1}$. Since the only difference between $x_{i}^{\prime} / R_{i}^{\prime}$ and $x_{i} / R_{i}$ is the adding of tentacles or unifying of nodes, $G_{i}^{\prime} \cong G_{i}$ implies $G_{i+1}^{\prime} \cong G_{i+1}$. By induction, it follows that $(x, k)^{\bullet} \Rightarrow{ }_{\mathcal{R}^{\prime}}^{*} G^{\prime}$ implies $x^{\bullet} \Rightarrow{ }_{\mathcal{R}}^{*} G$ and $G^{\prime} \cong G$.

Case $G \in L \Longrightarrow G \in L^{\prime}$. Every graph $G \in L$ with $|G| \geq \operatorname{rank}(x)+k$ is the result of a derivation $x^{\bullet} \Rightarrow_{\mathcal{R}}^{*} G$. By the construction, for every derivation step $G_{i} \Rightarrow_{x_{i} / R_{i}} G_{i+1}$, there are rules $\left\{\left(x_{i}, l\right) / R_{i}^{\prime} \in \mathcal{R}^{\prime} \mid 0 \leq l \leq k\right\}$, and a derivation $G_{i}^{\prime} \Rightarrow_{\left(x_{i}, l\right) / R_{i}^{\prime}}^{*} G_{i+1}^{\prime}$. Since $|G| \geq \operatorname{rank}(x)+k$, the derivation $x^{\bullet} \Rightarrow_{\mathcal{R}}^{*} G$ consists of enough steps such that the additional nodes in $(x, k)^{\bullet}$ can be unified with nodes on the RHS of the rules in $\mathcal{R}^{\prime}$, so for $x^{\bullet} \Rightarrow_{\mathcal{R}} G_{1} \Rightarrow_{\mathcal{R}} \cdots \Rightarrow_{\mathcal{R}} G_{n}=G$, there is a sequence $(x, k)^{\bullet} \Rightarrow_{\mathcal{R}^{\prime}} G_{1}^{\prime} \Rightarrow_{\mathcal{R}^{\prime}} \cdots \Rightarrow_{\mathcal{R}^{\prime}}$ $G_{n}^{\prime}=G^{\prime}$ such that $G \cong G^{\prime}$.

We proceed with the shifting of $\mathrm{HR}^{*}$ conditions over morphisms. For readability reasons, this is split into two parts. The first construction, called Integrate ${ }_{n}$, deals only with nodes. The morphism $b_{n}: P \hookrightarrow P_{n}$ over which to shift may only add nodes, i.e. $P_{n}-P$ has no edges. The second construction, called Integrate ${ }_{e}$, deals with edges, i.e. shifts over morphisms $b: P \hookrightarrow P^{\prime}$ which add only edges.
The following Lemma states that $\mathrm{HR}^{*}$ conditions can be shifted over injective morphisms into corresponding conditions over the codomain of the morphism, provided the codomain, compared to the domain, only contains additional nodes.

## Lemma 6.3 (Integrating nodes into $\mathbf{H R}^{*}$ conditions).

There is a transformation Integrate ${ }_{n}$ such that for all $\mathrm{HR}^{*}$ conditions $\langle c, \mathcal{R}\rangle$ over $P$ and morphisms $b: P \rightarrow P^{\prime}, n: P^{\prime} \rightarrow G$, where $P^{\prime}-P$ is a discrete graph, there is a condition Integrate $_{n}(b,\langle c, \mathcal{R}\rangle)$ such that

$$
n \circ b \models\langle c, \mathcal{R}\rangle \Longleftrightarrow n \models \operatorname{Integrate}_{n}(b,\langle c, \mathcal{R}\rangle)
$$

Construction. Let $k=|\operatorname{Ran}(b)-\operatorname{Dom}(b)|$ be the number of nodes added in the codomain of $b$. Let $\mathcal{T}_{k}$ be defined as in Construction 6.2. $\mathcal{T}_{k}=\left\{x /(x, i)^{\bullet} \mid x / R \in \mathcal{R}, i \in\right.$ $[0, k]\}$, i.e. $\mathcal{T}_{k}$ consists of rules that add up to $k$ tentacles to each hyperedge $x$ occurring as a left hand side in $\mathcal{R}$.
Then $\operatorname{Integrate}_{n}(b,\langle c, \mathcal{R}\rangle)=\left\langle\bigvee_{\tau \in \mathcal{T}_{k}} \operatorname{Shift}_{n}\left(b, c^{\tau}\right), \operatorname{Shiva}(\mathcal{R}, k)\right\rangle$, where $\operatorname{Shift}_{n}$ is defined like Shift in Chapter 2.4 with the addition of $\operatorname{Shift}_{n}(b, \exists(P \sqsupseteq C, c))=\exists\left(P^{\prime} \sqsupseteq C^{\prime}\right.$, $\operatorname{Shift}_{n}\left(b^{\prime}, c\right)$ ), where $P \leftarrow I \rightarrow C$ is the partial morphism from $C$ to $P, I^{\prime}$ is the pushout complement of $I \rightarrow P \hookrightarrow P^{\prime}$ and $C^{\prime}$ the pushout of $I^{\prime} \leftarrow I \rightarrow C$ (see diagram below).


Some explanation of the above construction is in order. Note that each node $v$ in $P^{\prime}-P$ may be identified with a node in $C-P$, but also with a "hidden" node generated from a hyperedge $y$ in $C$. For the latter case, we add another tentacle to $y$ with a new node $v^{\prime}$, so that $v$ can be identified with $v^{\prime}$. During derivation of $\sigma(C), v^{\prime}$ has to be

## Chapter 6 Correctness relative to $\mathrm{HR}^{*}$ conditions

identified with one of the generated nodes. This means that (a) this node is part of the right-hand side $R$ of some rule $x / R$ and (b) is not a pinpoint of $R$.
Assume that hyperedge $y$ has label $x$. Since we added a new tentacle to $y$ and the rank of each label is fixed, we need to use another label $(x, 1)$ (the 1 signifies we added 1 additional tentacle) and according rules $(x, 1) / R^{\prime}$, which generate the same graphs (almost, except for the added node) as the rules for $x$, and also deal with the additional tentacle. Two things can happen to the node $v^{\prime}$ attached to that tentacle: (a) node $v^{\prime}$ is identified with a non-pinpoint node in $R^{\prime}$, or (b) $v^{\prime}$ is "passed on" to a later derivation step, by adding a tentacle to a hyperedge in $R^{\prime}$ and connecting it to $v^{\prime}$. The left square of the construction diagram ensures that every node in $\langle(x, k)\rangle-\langle x\rangle$ can only be identified with a non-pinpoint in $R^{\prime}$, while the right square enumerates every combination of up to $k$ tentacles added to the hyperedges of $R$.

Example 6.5. As an example, we integrate the $\mathrm{HR}^{*}$ condition

into the rule $\langle\mathrm{L} \hookleftarrow \mathrm{K} \hookrightarrow \mathrm{R}\rangle=\left\langle\underset{a}{\bullet} \longrightarrow \underset{c}{\bullet} \hookleftarrow \underset{a}{\bullet} \quad \underset{c}{\bullet} \hookrightarrow \underset{a}{\bullet} \longrightarrow{ }_{c}^{\bullet}\right\rangle$.
Since the rule's RHS R $=\stackrel{\bullet}{\bullet} \longrightarrow \stackrel{\bullet}{c}$ contains one edge, we expand $\mathcal{R}$ to
which is equivalent to $\mathcal{R}$.
Since $R$ contains two nodes and $\mathcal{R}$ has one hyperedge label, we let

$\mathcal{R}^{\prime}$ is defined as in Example 6.4
The condition $\exists(\bullet_{1}^{1}-\underbrace{2}_{2})$ is transformed to


Proof (of Lemma 6.3). The proof proceeds by induction over the structure of $\mathrm{HR}^{*}$ conditions. Let $\left\langle c^{\prime}, \mathcal{R}^{\prime}\right\rangle=$ Integrate $_{n}(b,\langle c, \mathcal{R}\rangle)$. Colors are used in the diagram for an easier overview of the different stages of the proof.
Basis. $n \circ b \models$ true $\Leftrightarrow$ true $\Leftrightarrow n \models$ true $\Leftrightarrow n \models \operatorname{Integrate}_{n}(b,\langle$ true, $\mathcal{R}\rangle)$.
Hypothesis. For any subcondition $c, n \circ b \models\langle c, \mathcal{R}\rangle \Longleftrightarrow n \models \operatorname{Integrate}_{n}(b,\langle c, \mathcal{R}\rangle)$. Step.
Case true. See induction basis.
Case $\neg c$. By induction, $n \circ b \not \models c \Leftrightarrow n \not \models \operatorname{Integrate}_{n}(b,\langle c, \mathcal{R}\rangle)$, which is equivalent to
$n \equiv \operatorname{Integrate}_{n}(b,\langle\neg c, \mathcal{R}\rangle)$.
Case $c \wedge c^{\prime}$. $n \circ b \vDash c \wedge c^{\prime} \Leftrightarrow n \circ b \models c \wedge n \circ b \models c^{\prime}$. By the induction hypothesis, this is equivalent to $n \models \operatorname{Integrate}_{n}(b,\langle c, \mathcal{R}\rangle) \wedge n \models \operatorname{Integrate}_{n}\left(b,\left\langle c^{\prime}, \mathcal{R}\right\rangle\right)$, which is equivalent to $n \models \operatorname{Integrate}_{n}\left(b,\left\langle c \wedge c^{\prime}, \mathcal{R}\right\rangle\right)$ by construction.

Case $\exists(P \stackrel{a}{\hookrightarrow} C, c)$. We prove both directions separately.
" $\Leftarrow "$. Assume that $n \models \operatorname{Integrate}_{n}(b,\langle\exists(a, c), \mathcal{R}\rangle)$. By construction, this is equivalent to $n \models\left\langle\bigvee_{\tau, a^{\prime}, b^{\prime}} \exists\left(a^{\prime}, \operatorname{Integrate}_{n}\left(b^{\prime},\left\langle c^{\tau}, \mathcal{R}\right\rangle\right)\right), \mathcal{R}^{\prime}\right\rangle$. By the definition of $\vDash($ Def. 3.9), this implies $\exists \sigma^{\prime} \in \mathcal{R}^{\prime *}, q^{\prime}: C^{\prime \sigma^{\prime}} \hookrightarrow G . n=q \circ a^{\prime \sigma^{\prime}} \wedge q^{\prime} \models \operatorname{Integrate}_{n}\left(b^{\prime},\left\langle c^{\sigma^{\prime}}, \mathcal{R}\right\rangle\right)$. By Lemma 6.2 there is a $\sigma \in \mathcal{R}^{*}$ such that for every hyperedge $(x, k)$ in $C^{\prime}$, there is a hyperedge $x$ in $C$ such that $\sigma(x)=\sigma^{\prime}\left((x, k)^{\bullet}\right)$. By extension, we have $\sigma(C)=\sigma^{\prime}\left(C^{\prime}\right)=\sigma^{\prime}(\tau(C))$. Using $\sigma$, we construct morphism $a^{\sigma}: P \hookrightarrow C^{\sigma}$. Since $n=q^{\prime} \circ a^{\prime \sigma^{\prime}}, n \circ b=q^{\prime} \circ a^{\prime \sigma^{\prime}} \circ b$. Let $q=q^{\prime}$, then $q^{\prime} \circ a^{\prime \sigma^{\prime}} \circ b=q \circ a^{\sigma}$ and, by the hypothesis, $q \models c^{\sigma}$. By the definition of $\mathrm{HR}^{*}$ satisfaction (Def. 3.9), this implies $n \circ b \models \exists(a, c)$.
$" \Rightarrow$ ". Assume that $n \circ b \vDash\langle\exists(P \stackrel{a}{\hookrightarrow} C, c), \mathcal{R}\rangle$. By the definition of $\models$ (Def. 3.9), this implies $\exists \sigma \in \mathcal{R}^{*}, q: C^{\sigma} \hookrightarrow G . n \circ b=q \circ a^{\sigma} \wedge q \models c^{\sigma}$. By Lemma6.2, for some $\tau \in \mathcal{T}_{k}$, there is a derivation $\sigma^{\prime} \in \mathcal{R}^{\prime *}$ such that $\sigma^{\prime}(\tau(C))=\sigma(C)$. We construct $a^{\prime \sigma^{\prime}}: P^{\prime} \hookrightarrow C^{\sigma}$ such that $a^{\sigma}=a^{\prime \sigma^{\prime}} \circ b$ and, since $n \circ b=q \circ a^{\sigma}$ and $q=q^{\prime}$, get $n=a^{\prime \sigma^{\prime}} \circ q^{\prime}$ by $\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization. By the hypothesis, $q^{\prime} \circ b^{\prime} \models\left\langle c^{\sigma}, \mathcal{R}\right\rangle \Leftrightarrow q \models \operatorname{Integrate}_{n}\left(b,\left\langle c^{\sigma}, \mathcal{R}\right\rangle\right)$. Then we have $\exists \tau \in$ $\mathcal{T}_{k}, \sigma^{\prime} \in \mathcal{R}^{\prime *}, q^{\prime}: C^{\prime \sigma^{\prime}} \hookrightarrow G . n=q^{\prime} \circ a^{\prime \sigma^{\prime}} \wedge q^{\prime} \models \operatorname{Shift}_{n}\left(b^{\prime}, c^{\tau}\right)$. By the semantics of $\mathrm{HR}^{*}$ conditions, this equals $n \models\left\langle\bigvee_{\tau \in \mathcal{T}_{k},\left(a^{\prime}, b^{\prime}\right) \in \mathcal{F}} \exists\left(a^{\prime}, \operatorname{Shift}_{n}\left(b^{\prime}, c^{\tau}\right)\right)\right.$, $\left.\operatorname{Shiva}(\mathcal{R}, k)\right\rangle$. By the construction of $\operatorname{Shift}_{n}$ and $\operatorname{Integrate}_{n}$, this equals $n \models\left\langle\bigvee_{\tau \in \mathcal{T}_{k}} \operatorname{Shift}_{n}\left(b, \exists(a, c)^{\tau}\right)\right.$, $\left.\operatorname{Shiva}(\mathcal{R}, k)\right\rangle \Leftrightarrow$ $n \models \operatorname{Integrate}_{n}(b,\langle\exists(P \stackrel{a}{\hookrightarrow} C, c), \mathcal{R}\rangle)$.


Case $\exists(P \sqsupseteq C, c)$. We have $n \circ b \models\langle\exists(P \sqsupseteq C, c), \mathcal{R}\rangle \Leftrightarrow \exists \sigma \in \mathcal{R}^{*}, q: C^{\sigma} \hookrightarrow G$, $a: C^{\sigma} \hookrightarrow P . q=n \circ b \circ a \wedge q \models c^{\sigma}$. By Lemma 6.2, this equals $\exists \tau \in \mathcal{T}_{k}, \sigma^{\prime} \in \mathcal{R}^{\prime *}, q: C^{\prime \sigma^{\prime} \circ \tau}$, $a: C^{\sigma^{\prime} \circ \tau} \hookrightarrow P . q=n \circ b \circ a \wedge q \mid=c^{\sigma^{\prime} \circ \tau}$. Using the induction hypothesis and the construction, this equals $\exists \tau \in \mathcal{T}_{k}, \sigma^{\prime} \in \mathcal{R}^{\prime *}, q^{\prime}: C^{\prime \sigma^{\prime}}, a^{\prime}: C^{\prime \sigma^{\prime}} \hookrightarrow P . q^{\prime}=n \circ a \wedge q^{\prime} \models \operatorname{Shift}_{n}\left(b^{\prime}, c^{\prime \sigma^{\prime}}\right)$. By the semantics of $\mathrm{HR}^{*}$ conditions, this equals $n=\operatorname{Integrate}_{n}(b,\langle\exists(P \sqsupseteq C, c), \mathcal{R}\rangle)$.

This concludes the proof.

## Chapter 6 Correctness relative to $\mathrm{HR}^{*}$ conditions

Handling edges. The above construction can only handle nodes. To handle edges, the HR system $\mathcal{R}$ has to be in a form such that all edges in $P^{\prime}-P$ can be identified with edges generated by a rule in $x / R \in \mathcal{R}$. The basic idea is that whenever there is an edge in $P^{\prime}-P$ between two nodes, an edge between corresponding pinpoints in a rule can be deleted. This is done by remembering all such edges during the hyperedge replacement process, as part of the hyperedge label.

Construction. Given a morphism $b: P \hookrightarrow P^{\prime}$, let $k=\left|\mathrm{V}_{P^{\prime}-P}\right|$ and a HR system $\mathcal{R}$, expand $\mathcal{R} k *|L H S(\mathcal{R})|$ times, yielding $\mathcal{R}_{e x}=\left\{x / R^{\prime}|\exists i .0 \leq i \leq k *| L H S(\mathcal{R}) \mid \wedge R \Rightarrow_{i} R^{\prime}\right\}$. The expansion ensures any subset of edges in $P^{\prime}-P$ can be integrated into a hyperedge in one step.
Then perform $\operatorname{Integrate}_{n}\left(b,\left\langle c, \mathcal{R}_{e x}\right\rangle\right)=\left\langle c_{n}, \mathcal{R}_{n}\right\rangle$.
For any hyperedge $y$ with label $(x, k)$ in condition $c$, let $P_{y}=\langle(x, k)\rangle-\langle x\rangle$ be the discrete graph of all attachment points of $y$ with index greater than $\operatorname{rank}(x)$. Let $G_{y}$ be the graph consisting of $P_{y}$ plus all edges in $c$ with both source and target in $P_{y}$ (see the example below).

For a cospan $P^{\prime} \xrightarrow{a^{\prime}} C^{\prime} \stackrel{b^{\prime}}{\leftarrow} C$, let $\tau\left(a^{\prime}, b^{\prime}\right)$ replace every hyperedge $y$ with label $(x, k)$ in $C^{\prime}$ by a hyperedge $\left(x, k, G_{y}\right)$ with the same rank and $G_{y}=P_{y}+\left\{e \mid e \in \mathrm{E}_{C^{\prime}} \wedge \mathrm{s}(e), \mathrm{t}(e) \in\right.$ $\left.P_{y} \wedge \exists e^{\prime} \in \mathrm{E}_{P^{\prime}} . e=a^{\prime}\left(e^{\prime}\right)\right\}$ being the graph consisting of all of $y$ 's attachment points with index $\geq \operatorname{rank}(x)$, plus all edges between them which have a preimage in $P^{\prime}$. We define Shift $_{e}$ similar to Shift $_{n}$ :
$\operatorname{Shift}_{e}(b$, true $)=$ true, $\operatorname{Shift}_{e}(b, \neg c)=\neg \operatorname{Shift}_{e}(b, c), \operatorname{Shift}_{e}\left(b, c \wedge c^{\prime}\right)=\operatorname{Shift}_{e}(b, c) \wedge$ $\operatorname{Shift}_{e}\left(b, c^{\prime}\right) . \operatorname{Shift}_{e}(b, \exists(P \hookrightarrow C, c))=\bigvee_{\left(a^{\prime}, b^{\prime}\right) \in \mathcal{F}} \exists\left(a^{\prime}, \operatorname{Shift}_{e}\left(b^{\prime}, c\right)\right)^{\tau\left(a^{\prime}, b^{\prime}\right)}$, where $\mathcal{F}$ is the set of all jointly surjective morphism pairs ( $a^{\prime}, b^{\prime}$ ) with $a^{\prime} \circ b=b^{\prime} \circ a$ (see left diagram below) and $\tau\left(a^{\prime}, b^{\prime}\right)$ is defined as above. $\operatorname{Shift}_{e}(b, \exists(P \sqsupseteq C, c))=\exists\left(P^{\prime} \sqsupseteq C^{\prime}, \operatorname{Shift}_{e}\left(b^{\prime}, c\right)\right)$, where $P \leftarrow I \rightarrow C$ is the partial morphism from $C$ to $P, I^{\prime}$ is the pushout complement of $I \rightarrow P \hookrightarrow P^{\prime}$ and $C^{\prime}$ the pushout of $I^{\prime} \leftarrow I \rightarrow C$ as per the right diagram below.


Let maxEdges be the maximum number of parallel edges between two nodes in $c$. For each hyperedge label $(x, k)$, let $\mathcal{G}_{(x, k)}$ be the set of all graphs with $k$ nodes and no more than maxEdges parallel edges.
Then $\operatorname{Integrate}_{e}\left(b,\left\langle c_{n}, \mathcal{R}_{n}\right\rangle\right)=\left\langle\operatorname{Shift}_{e}\left(c_{n}\right), \mathcal{R}^{\prime}\right\rangle$, where $\mathcal{R}^{\prime}=\left\{\left(x, k, G_{y}\right) / R^{\prime} \mid(x, k) / R \in\right.$ $\left.\mathcal{R}_{n} \wedge G_{y} \in \mathcal{G}_{(x, k)}\right\}$ and $R^{\prime}$ being constructed from $R$ as described below.
Given $G_{y}$ and $R$, construct a partial morphism (symbolized by the span $G_{y} \leftarrow I \rightarrow R$ ) from $G_{y}$ to $R$, mapping the nodes of $G_{y}$ to the corresponding nodes (pinpoints) in $R$ and the edges between them (since not all edges in $G_{y}$ may have corresponding edges in $R$,
the morphism is partial). Construct $P_{y}$ by removing all edges from $G_{y}$ and for every $I^{\prime}$ with $G_{y} \hookrightarrow I^{\prime} \hookrightarrow I$, construct the pushout complement $R^{\prime}$.


Example 6.6. We continue Example 6.5 . We integrate condition $\exists(\stackrel{1}{1}-\underbrace{}_{2}-2$.

 $b_{e}::_{3}^{\bullet} \underset{4}{\bullet} \hookrightarrow \underset{4}{\bullet \rightarrow}$.
From Example 6.5, we get $\operatorname{Integrate}_{n}\left(b_{n},\langle c, R\rangle\right)=\left\langle c_{n}, R_{n}\right\rangle$.
The HR system $\mathcal{R}^{\prime}$, without superfluous rules, looks as follows:

The condition $\exists\left(\stackrel{\bullet}{1}_{1-\square^{2}}^{\mathbf{2}}\right)$ becomes

The following theorem states that we can shift $\mathrm{HR}^{*}$ conditions over any injective morphism which does not add hyperedges.

## Chapter 6 Correctness relative to $\mathrm{HR}^{*}$ conditions

## Theorem 6.3 (Shifting HR* conditions over morphisms).

There is a transformation Integrate such that for any $\mathrm{HR}^{*}$ condition $\langle c, \mathcal{R}\rangle$ over $P$, any injective morphism $b: P \hookrightarrow P^{\prime}$ isomorphic on hyperedges, there is an $\mathrm{HR}^{*}$ condition Integrate $(b,\langle c, \mathcal{R}\rangle)$ such that for any morphism $n: P^{\prime} \rightarrow G$,

$$
\begin{aligned}
& n \circ b \models\langle c, \mathcal{R}\rangle \Longleftrightarrow n \models \operatorname{Integrate}(b,\langle c, \mathcal{R}\rangle) . \\
& c \triangleright P \underset{b}{ } P^{\prime} \triangleleft^{\operatorname{Integrate}(b, c)} \\
& n \circ b \searrow n
\end{aligned}
$$

The construction splits the morphism $b$ into two parts for nodes and edges and then uses Integrate ${ }_{n}$ and Integrate $_{e}$.

Construction. We split morphism $b=b_{e} \circ b_{n}$, where $b_{n}$ adds only nodes and $b_{e}$ adds only edges. Let $\operatorname{Integrate}(b,\langle c, \mathcal{R}\rangle)=\operatorname{Integrate}_{e}\left(b_{e}, \operatorname{Integrate}_{n}\left(b_{n},\langle c, \mathcal{R}\rangle\right)\right)$.

Proof. Without loss of generality, assume that $\mathcal{R}$ has been expanded $k *|L H S(\mathcal{R})|$ times.

As in the construction, let $b=b_{e} \circ b_{n}$, where $b_{n}$ adds only nodes and $b_{e}$ adds only edges. By Lemma 6.3, we have $n \circ b_{n} \models\langle c, \mathcal{R}\rangle \Leftrightarrow n \models\left\langle c_{n}, \mathcal{R}_{n}\right\rangle$ with $\left\langle c_{n}, \mathcal{R}_{n}\right\rangle=$ $\operatorname{Integrate}_{n}\left(b_{n},\langle c, \mathcal{R}\rangle\right)=\operatorname{Integrate}\left(b_{n},\langle c, \mathcal{R}\rangle\right)$.
This leaves us to prove that $n^{\prime} \circ b_{e} \models\left\langle c_{n}, \mathcal{R}_{n}\right\rangle \Longleftrightarrow n^{\prime} \models \operatorname{Integrate}\left(b_{e},\left\langle c_{n}, \mathcal{R}_{n}\right\rangle\right)$ with $n^{\prime}=n \circ b_{n}$. This proof proceeds by induction over the structure of $\mathrm{HR}^{*}$ conditions.
Assume that for any subcondition $c, n \circ b \models\langle c, \mathcal{R}\rangle \Longleftrightarrow n \models \operatorname{Integrate}(b,\langle c, \mathcal{R}\rangle)$.
Cases true, $\neg c$ and $c \wedge c^{\prime}$, proceed analogous to the proof of Lemma 6.3; see the corresponding parts of the proof of Lemma 6.3.
For $n^{\prime} \circ b_{e} \models \exists(P \rightarrow C, c)$, we do both directions of the proof separately.
" $\Leftarrow$ ": Assume that $n^{\prime} \models \operatorname{Integrate}\left(b_{e},\left\langle\exists(a, c), \mathcal{R}_{n}\right\rangle\right)$.
By construction of Integrate and Definition 3.9, this is equivalent to
$\exists \sigma^{\prime} \in \mathcal{R}_{e}^{*}, q^{\prime}: C^{\prime \sigma^{\prime}} \hookrightarrow G . n=q \circ a^{\prime \sigma^{\prime}} \wedge q^{\prime} \models$ Integrate $\left(b_{e}^{\prime},\left\langle c^{\sigma^{\prime}}, \mathcal{R}_{n}\right\rangle\right)$.
For every rule $\left(x, k, G_{y}\right) / R^{\prime}$ in $\mathcal{R}^{\prime}$, there is a rule $(x, k) / R_{n}$ in $\mathcal{R}_{n}$, and $R_{n}$ is isomorphic to $R^{\prime}$ up to some edges in $R_{n}$ which are missing in $R^{\prime}$. This implies that there is a substitution $\sigma \in \mathcal{R}_{n}$. By Lemma 6.3, this equals $n \circ b_{n} \circ b_{e} \models\langle c, \mathcal{R}\rangle$. By construction, for each edge in $R_{n}-R^{\prime}$, there is a corresponding edge in $G_{y}$, and furthermore a corresponding edge in $c^{\prime}$ and in $b_{e}$.
This implies $\exists \sigma \in \mathcal{R}^{*}, q: C^{\sigma} \hookrightarrow G . n=q^{\prime} \circ a^{\sigma} \wedge q^{\prime} \models \operatorname{Integrate}\left(b,\left\langle c^{\sigma}, \mathcal{R}\right\rangle\right)$.
By the induction hypothesis, $q \models\left\langle c^{\sigma}, \mathcal{R}\right\rangle$.
By the definition of $\mathrm{HR}^{*}$ satisfaction (Def. 3.9), this implies $n^{\prime} \circ b_{e} \models \exists(a, c)$.

$" \Rightarrow "$ Assume that $n^{\prime} \circ b_{e} \models\left\langle\exists(P \stackrel{a}{\hookrightarrow} C, c), \mathcal{R}_{n}\right\rangle$.
By the definition of satisfaction (Def. 3.9), this implies $\exists \sigma \in \mathcal{R}_{n}^{*}, q: C^{\sigma} \hookrightarrow G . n^{\prime} \circ b_{e}=$ $q \circ a^{\sigma} \wedge q \models c^{\sigma}$.
By construction, for each of the edges in $\operatorname{Ran}\left(b_{e}\right)-\operatorname{Dom}\left(b_{e}\right)$, there is a corresponding edge in $c^{\prime}$ and for each rule $(x, k) / R$, a rule in $\left(x, k, G_{y}\right) / R^{\prime} \in \mathcal{R}_{e}$ with $\mathrm{E}_{G_{y}}=\mathrm{E}_{\operatorname{Ran}\left(b_{e}\right)-\operatorname{Dom}\left(b_{e}\right)}$ with $R^{\prime}$ being $R$ minus the edges in $G_{y}$.
This implies $\exists \sigma^{\prime} \in \mathcal{R}_{e}^{*}, q^{\prime}: C^{\sigma^{\prime}} \hookrightarrow G . n^{\prime}=q^{\prime} \circ a^{\prime \sigma^{\prime}} \wedge q^{\prime} \models c^{\sigma}$. By the induction hypothesis, $q \models\left\langle c^{\sigma}, \mathcal{R}_{n}\right\rangle$. By the definition of $\mathrm{HR}^{*}$ satisfaction (Def. 3.9), this equals $n^{\prime} \models \operatorname{Integrate}\left(b_{e},\left\langle\exists(a, c), \mathcal{R}_{n}\right\rangle\right)$.
For $n^{\prime} \circ b_{e} \models \exists(P \sqsupseteq C, c)$, the proof is analogous to the above for $\exists(P \hookrightarrow C, c)$.
Case $\exists(P \sqsupseteq C, c)$. Assume that $n^{\prime} \circ b_{e} \models\left\langle\exists(P \sqsupseteq C, c), \mathcal{R}_{n}\right\rangle \Leftrightarrow \exists \sigma \in \mathcal{R}_{n}^{*}, q: C^{\sigma} \hookrightarrow G$, $a: C^{\sigma} \hookrightarrow P . q=n^{\prime} \circ b_{e} \circ a$ and $q \models c^{\sigma}$. By construction, for each of the edges in $\operatorname{Ran}\left(b_{e}\right)-\operatorname{Dom}\left(b_{e}\right)$, there is a corresponding edge in $c^{\prime}$ and for each rule $(x, k) / R$, a rule in $\left(x, k, G_{y}\right) / R^{\prime} \in \mathcal{R}_{e}$ with $\mathrm{E}_{G_{y}}=\mathrm{E}_{\operatorname{Ran}\left(b_{e}\right)-\operatorname{Dom}\left(b_{e}\right)}$ with $R^{\prime}$ being $R$ minus the edges in $G_{y}$.
This means $\exists \sigma^{\prime} \in \mathcal{R}_{e}^{*}, q^{\prime}: C^{\sigma^{\prime}} \hookrightarrow G \cdot q^{\prime}=n^{\prime} \circ a^{\prime \sigma^{\prime}} \wedge q^{\prime} \models c^{\sigma}$. By the induction hypothesis, $q \models\left\langle c^{\sigma}, \mathcal{R}_{n}\right\rangle$. By the definition of $\mathrm{HR}^{*}$ satisfaction (Def. 3.9), this equals $n^{\prime} \models \operatorname{Integrate}\left(b_{e},\left\langle\exists(P \sqsupseteq C, c), \mathcal{R}_{n}\right\rangle\right)$.
This concludes the proof.
With the help of Shift* and Integrate, we can now define a construction $\mathrm{A}(\rho, c)$ that transforms a postcondition $c$ into a right application condition for rule $\rho$ and prove Theorem 6.2,

Construction. For any rule $\rho=\left\langle\langle L \hookleftarrow K \hookrightarrow R\rangle, \mathrm{ac}_{L}, \mathrm{ac}_{R}\right\rangle$ and any $\mathrm{HR}^{*}$ condition $c$, let

$$
\mathrm{A}(\rho, c)= \begin{cases}\operatorname{Sift}^{*}(b, c) \wedge \operatorname{ac}_{R} & \text { if } c \text { is path-like } \\ \operatorname{Integrate}(b, c) \wedge \mathrm{ac}_{R} & \text { otherwise }\end{cases}
$$

where $b: \emptyset \hookrightarrow R$ is the initial morphism to $R$.
Proof (of Theorem 6.2). The proof follows directly from Theorems 6.1 and 6.3.

### 6.3 From right to left application conditions

The transformation L introduced in this chapter takes a rule $\rho=\langle L \hookleftarrow K \hookrightarrow R\rangle$ and a right application condition ac ${ }_{R}$ over $R$ and constructs a left application condition ac $L_{L}$ over $L$. With Shift and $L$, one can construct a left application condition from an $\mathrm{HR}^{*}$ constraint $c$ over $\emptyset: \mathrm{ac}_{L}=\mathrm{L}(\rho, \operatorname{Shift}(\emptyset \hookrightarrow R, c))$.

## Theorem 6.4 (from right to left HR* application conditions).

There is a transformation $L$ such that, for every $H R^{*}$ application condition ac of a rule $\rho=\langle L \hookleftarrow K \hookrightarrow R\rangle$ and for all direct derivations $G \underset{\rho, m, m^{\prime}}{\longrightarrow} H, m \models \mathrm{~L}(\rho$, ac $) \Leftrightarrow$ $m^{\prime} \models \mathrm{ac}$ 。

For the construction of L , the $\mathrm{HR}^{*}$ condition has to be in a special form, called fullcontainment normal form. This normal form concerns the containment operator, i.e. conditions of the form $\exists(P \sqsupseteq C, c)$, and enforces that $C$ contains every node and edge of $P$ (but not necessarily the hyperedges), so that any items in $C$ that are not in $P$ may only be mapped to items "hidden" in hyperedges of $P$.

Definition 6.2 (full-containment normal form). An HR* condition is said to be in full-containment normal form if, for every subcondition $\exists(P \sqsupseteq C, c)$ in the condition, $P-\mathrm{Y}_{P}$ (i.e. $P$ without its hyperedges) is a subgraph of $C$.

To transform an $\mathrm{HR}^{*}$ condition into full-containment normal form, subconditions of the form $\exists(P \sqsupseteq C, c)$ are changed by merging all nodes and edges (but not the hyperedges) in $P$ with the nodes and edges in $C$.

Construction. The construction is inductively defined over $\mathrm{HR}^{*}$ conditions. For a condition $\exists(P \sqsupseteq C, c)$, let $\mathrm{FC}(\exists(P \sqsupseteq C, c))=\bigvee_{\left(a^{\prime}, b^{\prime}\right) \in \mathcal{F}} \exists\left(P \sqsupseteq C^{\prime}, \mathrm{FC}\left(\operatorname{Shift}\left(b^{\prime}, c\right)\right)\right)$, where $a^{\prime}, b^{\prime}$ and $C^{\prime}$ are the result of a Shift as given in Chapter 2.4, $P_{Y}$ is $P$ without hyperedges and $P_{Y} \leftarrow I \rightarrow C$ is the partial morphism induced by the partial morphism $P \leftarrow I \rightarrow C$ from $C$ to $P$.


For all other conditions, FC is straightforwardly passed through: $\mathrm{FC}($ true $)=$ true, $\mathrm{FC}(\exists(a, c))=\exists(a, \mathrm{FC}(c)), \mathrm{FC}\left(c \wedge c^{\prime}\right)=\mathrm{FC}(c) \wedge \mathrm{FC}\left(c^{\prime}\right)$ and $\mathrm{FC}(\neg c)=\neg \mathrm{FC}(c)$.

It is easy to see that this construction puts the condition in full-containment normal form, as every node and edge in $P$ has an image in $C$, thus $P$ without hyperedges is a subgraph of $C$.
 expressing the property "On all paths, no inner node has two outgoing edges". The full-containment normal form of $c$ would be


## Lemma 6.4 (Well-formedness of full-containment normal form).

For every $\mathrm{HR}^{*}$ condition $c$ over $P, \mathrm{FC}(c)$ is an equivalent full-containment normal form of $c$, i.e.

$$
p \models c \Longleftrightarrow p \models \mathrm{FC}(c) \text { for every } p: P \hookrightarrow G .
$$

Proof. By induction over the structure of conditions.
For a condition of the form $\exists(P \sqsupseteq C, c)$, and a morphism $p: P \hookrightarrow G$, we have $p \models$ $\mathrm{FC}(\exists(P \sqsupseteq C, c))=\bigvee_{\left(a^{\prime}, b^{\prime} \in \mathcal{F}\right.} \exists\left(P \sqsupseteq C^{\prime}, \mathrm{FC}\left(\operatorname{Shift}\left(b^{\prime}, c\right)\right)\right)$. By the semantics of $\mathrm{HR}^{*}$ conditions, this means there exist morphisms $f^{\prime}: C^{\prime} \hookrightarrow P$ and $q^{\prime}: C^{\prime} \hookrightarrow G$ such that $q^{\prime}=p \circ f^{\prime}$ and $q^{\prime} \models \operatorname{FC}\left(\operatorname{Shift}\left(b^{\prime}, c\right)\right)$. Let $q=q^{\prime} \circ b^{\prime}$ and $f=f^{\prime} \circ b^{\prime}$. Then $q=q^{\prime} \circ b^{\prime}=$ $p \circ f^{\prime} \circ b^{\prime}=p \circ f$ and, by the induction hypothesis, $q \models c$, thus $p \models \exists(P \sqsupseteq C, c)$.
Conversely, assume that $p \models \exists(P \sqsupseteq C, c)$. By the semantics of $\mathrm{HR}^{*}$ conditions, this means there exist morphisms $f: C \hookrightarrow P$ and $q: C \hookrightarrow G$ such that $q=p \circ f$ and $q \vDash c$. By $\mathcal{E}^{\prime}$ - $\mathcal{M}$-pair factorization of $(p \circ j, q)$, we get the jointly surjective morphism pair $\left(a^{\prime}, b^{\prime}\right)$ and $q^{\prime}: C^{\prime} \hookrightarrow G$ such that $p \circ j=q^{\prime} \circ a^{\prime}$ and $q=b^{\prime} \circ q^{\prime}$. A morphism $f^{\prime}: C^{\prime} \hookrightarrow P$ can be constructed analogously. Then we have $q^{\prime} \circ b^{\prime}=q=p \circ f=p \circ f^{\prime} \circ b^{\prime}$, thus $q^{\prime}=p \circ f^{\prime}$. By the induction hypothesis, $q^{\prime} \models c$, thus $p \models \mathrm{FC}(\exists(P \sqsupseteq C, c))$.


For all other forms of conditions, FC does not change the condition. This completes the proof.

Intuitively, the transformation L applies the reverse of the rule to each morphism and object in the condition, yielding false whenever the dangling condition is not met.

Construction. L is defined inductively similar to (Habel and Pennemann, 2009): For any rule $\rho$ with (right) application condition of the form $\operatorname{ac}_{R}=\exists(a, c), \mathrm{L}(\rho, \exists(a, c))=$
$\exists\left(a^{\prime}, \mathrm{L}\left(\rho^{\prime}, c\right)\right)$ as per the left diagram below if $\langle r, a\rangle$ has pushout complement (1) and $\rho^{\prime}=\left\langle L^{\prime} \hookleftarrow K^{\prime} \hookrightarrow R^{\prime}\right\rangle$ is the derived rule by constructing pushout (2), and false otherwise. $\mathrm{L}\left(\rho, \exists\left(R \sqsupseteq C_{R}, c\right)\right)=\exists\left(L \sqsupseteq C_{L}, \mathrm{~L}\left(\rho^{\prime}, c\right)\right)$, where $L \leftarrow L-\mathrm{Y}_{P} \rightarrow C_{L}$ is the partial morphism from $C^{\prime}$ to $P^{\prime}$ as per the right diagram below, if the lower right square is a pushout, and false otherwise.


For Boolean formulas over $\mathrm{HR}^{*}$ conditions, the construction is straightforward: $\mathrm{L}(\rho$, true $)=$ true, $\mathrm{L}(\rho, \neg c)=\neg \mathrm{L}(\rho, c)$ and $\mathrm{L}\left(\rho, c \wedge c^{\prime}\right)=\mathrm{L}(\rho, c) \wedge \mathrm{L}\left(\rho, c^{\prime}\right)$.

Example 6.8. Regard the rule $\rho=\left\langle\bullet \rightarrow_{4}^{\bullet} \hookleftarrow \underset{2}{\bullet} \hookrightarrow{ }_{2}^{\bullet}\right\rangle$ with right application condition $\operatorname{ac}_{R}=\exists\left(\stackrel{\bullet}{\bullet} \hookrightarrow \underset{1}{\bullet} \xrightarrow[2]{+}, \nexists\left(\underset{1}{\bullet} \xrightarrow[2]{+} \nsupseteq \underset{i}{\bullet} \underset{3}{\bullet} \underset{2}{\bullet}, \exists\left(\underset{1}{\bullet} \leftarrow_{3}^{\bullet} \underset{2}{\bullet}\right)\right)\right.$ ), which is already in full-containment normal form. Intuitively, $\mathrm{ac}_{R}$ ensures that there is a path from some node 1 to node 2 from the rule, and no node 3 on the path has an edge going back to 1 .
We compute $\mathrm{L}\left(\rho, \mathrm{ac}_{R}\right)$ step by step, with the necessary constructions following the formulas.


Proof (of Theorem 6.4). By induction over the structure of ac.
Basis (Case ac $=$ true). For any injective morphism $m$, we have $m \models \mathrm{~L}(\rho$, true $)=$ true $\Leftrightarrow$ true $\Leftrightarrow m^{\prime} \models$ true.
Hypothesis. Assume that $m \models \mathrm{~L}(\rho, c) \Leftrightarrow m^{\prime} \models c$ holds for application condition $c$.
Step. We proceed by case distinction over the structure of ac.
Case ac $=\exists(a, c)$. Regard the left picture below. Let $\rho=\left\langle P^{\prime} \hookleftarrow K_{P} \hookrightarrow P\right\rangle$ and $\rho^{\prime}=\left\langle C^{\prime} \hookleftarrow K_{C} \hookrightarrow C\right\rangle$. Assume that $(r, a)$ has a pushout complement. Then $m \models \mathrm{~L}(\rho, \mathrm{ac}) \Leftrightarrow m \models \exists\left(a^{\prime}, \mathrm{L}\left(\rho^{\prime}, c\right)\right)$. For the derivation, we can decompose the pushouts of the derivation $G \underset{\rho, m, m^{\prime}}{\longrightarrow} H$ such that $m=q \circ a$ and $m^{\prime}=q^{\prime} \circ a^{\prime}$. By the hypothesis, $q^{\prime} \models \mathrm{L}\left(\rho^{\prime}, c\right) \Leftrightarrow q \models c$, thus $m^{\prime} \models \exists(a, c)$. If ( $m, a$ ) has no pushout complement, $m \models \mathrm{~L}(m, \mathrm{ac}) \Leftrightarrow m \models$ false and there is no pushout such that $m^{\prime} \models c$, i.e. $m^{\prime} \models \mathrm{f}$ alse.



Case ac $=\exists(P \sqsupseteq C, c)$. Regard the right picture above. Assume that some graph $H$ satisfies $\exists(P \sqsupseteq C, c)$, and that $H$ results from applying rule $\rho$ to $G$. This is equivalent to the existence of substitutions $\sigma, \tau$ and injective morphisms $b: C^{\tau} \hookrightarrow P^{\sigma}$ and $q: C^{\tau} \hookrightarrow H$ such that $P^{\sigma}=P^{\tau}, q=m \circ b$ and $q \models c$. The existence of $b: C^{\tau} \hookrightarrow P^{\sigma}$ and $P^{\sigma}=P^{\tau}$ imply that a (sub-)morphism $b_{\mathrm{Y}}: \mathrm{Y}_{C}^{\tau} \hookrightarrow \mathrm{Y}_{P}^{\tau}$ from the substituted hyperedges of $C$ to the substituted hyperedges of $P$ exists, and that morphism $b^{\prime}: C^{\prime \tau} \hookrightarrow P^{\prime \sigma}$ exists. We can now construct $q^{\prime}: C^{\prime \tau} \hookrightarrow G$ from $q^{\prime}=m^{\prime} \circ b^{\prime}$. Because of the induction hypothesis, $q^{\prime} \models \mathrm{L}\left(\rho^{\prime}, c\right)$. This is equivalent to $\exists\left(P^{\prime} \sqsupseteq C^{\prime}, \mathrm{L}\left(\rho^{\prime}, c\right)\right)$, completing this part of the proof.
Case ac $=\neg c$. Then $m \models \mathrm{~L}(\rho, \neg c) \Leftrightarrow m \models \neg \mathrm{~L}(\rho, c) \Leftrightarrow \neg m \models \mathrm{~L}(\rho, c) \Leftrightarrow \neg m^{\prime} \models c \Leftrightarrow$ $m^{\prime} \models \neg c$.
Case ac $=c \wedge c^{\prime}$. Then $m \models \mathrm{~L}(\rho, c) \wedge c^{\prime} \Leftrightarrow m \models \mathrm{~L}(\rho, c) \wedge m \models \mathrm{~L}\left(\rho, c^{\prime}\right) \Leftrightarrow m^{\prime} \models$ $c \wedge m^{\prime} \models c^{\prime} \Leftrightarrow m^{\prime} \models c \wedge c^{\prime}$.
By induction, we have thus proven Theorem 6.4.

Remark. By the symmetric nature of graph transformation rules, the above construction can be easily reversed to transform a left into a right application condition.

### 6.4 From left application conditions to preconditions

Having transformed a right application condition into a left one, the question remains how to transform a left application condition (over the left-hand side $L$ of some rule) into a (pre-)condition over the empty graph. We now define such a transformation C. As in (Habel, Pennemann, and Rensink, 2006), this is done by ensuring that the left application condition is valid for every morphism $\emptyset \rightarrow L$.

Theorem 6.5 (from left application conditions to preconditions).
For every $\mathrm{HR}^{*}$ application condition ac over $L$ and all graphs $G$, there is an $\mathrm{HR}^{*}$ condition $\mathrm{C}(\mathrm{ac})$ over $\emptyset$ such that

$$
G \models \mathrm{C}(\mathrm{ac}) \Longleftrightarrow \forall m: L \hookrightarrow G \cdot m \models \mathrm{ac} .
$$

The construction is the same as in (Habel, Pennemann, and Rensink, 2006); surprisingly, it is not necessary to adapt it for graphs with variables or the containment operator.

Construction. For any condition ac over $L$, let $\mathrm{C}(\mathrm{ac})=\forall(\emptyset \hookrightarrow L, \mathrm{ac})$.
The proof is similar to the one given in (Habel, Pennemann, and Rensink, 2006) for nested conditions.
Proof. Let $p: \emptyset \hookrightarrow G$ be a morphism.
$G \models \mathrm{C}(\mathrm{ac})$
Def. 3.9
$\Leftrightarrow p \models \mathrm{C}(\mathrm{ac}) \quad$ construction
$\Leftrightarrow p \models \forall\left(\emptyset \stackrel{i_{L}}{\hookrightarrow} L, \mathrm{ac}\right)$
Def. 3.9
$\Leftrightarrow \forall m: L \hookrightarrow G \cdot p=m \circ i_{L} \wedge m \models$ ac $\quad p=m \circ i_{L}$ true by construction
$\Leftrightarrow \forall m: L \hookrightarrow G . m \models \mathrm{ac}$.

Example 6.9. We apply transformation C to the rule $\left\langle\underset{i}{\bullet} \stackrel{\bullet}{\mathbf{\bullet}} \stackrel{\bullet}{2}_{\bullet}^{\bullet} \longrightarrow \underset{i}{\bullet} \longrightarrow \mathbf{0}\right\rangle$ with left application condition $\operatorname{ac}_{L}=\neq\left(\underset{1}{\bullet}{ }_{2}^{\bullet} \hookrightarrow \underset{1}{\bullet} \longrightarrow \mathbf{\bullet}\right)$.

$$
\mathrm{C}\left(\mathrm{ac}_{L}\right)=\forall\left(\emptyset \hookrightarrow \underset{1}{\bullet} \underset{2}{\bullet}, \nexists\left(\underset{1}{\bullet} \underset{2}{\bullet} \hookrightarrow_{i}^{\bullet} \longrightarrow \underset{2}{\bullet}\right)\right) \equiv \nexists(\underset{1}{\bullet} \stackrel{\bullet}{2}, \exists(\underset{1}{\bullet} \longrightarrow \underset{2}{\bullet}))
$$

meaning that no pair of nodes is connected by an edge.

### 6.5 Expressing the applicability of a rule as a condition

Furthermore, we need a transformation that expresses the applicability of a rule. Basically, this amounts to checking whether the left-hand side of the rule has a match in the graph that does not violate the dangling condition. Since rules do not contain hyperedges, this construction is identical to the one presented in (Habel, Pennemann, and Rensink, 2006).

Lemma 6.5 (applicability of a rule).
There is a transformation Appl from rules into application conditions such that, for every rule $\rho$ and every morphism $m: L \rightarrow G, m \models \operatorname{Appl}(\rho) \Leftrightarrow \exists H \cdot G \underset{\rho, m, m^{\prime}}{*} H$.

Construction (Appl). The construction is identical to the one for nested conditions in (Habel, Pennemann, and Rensink, 2006). For a plain rule $p=\langle L \stackrel{l}{\longleftrightarrow} K \stackrel{r}{\hookrightarrow} R\rangle$, let $\operatorname{Appl}(p)=\wedge_{a \in A} \nexists a$, where $A$ is the set of all graph morphisms $a: L \rightarrow L^{\prime}$ such that $\langle l, a\rangle$ has no pushout complement and $A$ is minimal, i.e. there is no decomposition $a=a^{\prime \prime} \circ a^{\prime}$ with $a^{\prime \prime} \in \mathcal{M}, a^{\prime \prime} \neq \mathrm{id}$ such that $\left\langle l, a^{\prime}\right\rangle$ has no pushout complement. For a rule $\rho=\left\langle p, \operatorname{ac}_{L}, \operatorname{ac}_{R}\right\rangle$, let $\operatorname{Appl}(\rho)=\operatorname{Appl}(p) \wedge \operatorname{ac}_{L} \wedge \mathrm{~L}\left(\rho, \operatorname{ac}_{R}\right)$.

Proof. Similar to the proof for nested constraints in (Habel, Pennemann, and Rensink, 2006, p. 30f). We first show that, for any plain rule $q$ and morphism $m: L \rightarrow G$, $m \vDash \operatorname{Appl}(q) \Longleftrightarrow \exists H \cdot G \underset{q, m, m^{\prime}}{\Longrightarrow} H$.
$" \Leftarrow "$ : Assume there is no direct derivation $G \underset{q, m, m^{\prime}}{\Longrightarrow} H$. Then the pair $\langle l, m\rangle$ has no pushout complement, and there is a decomposition $a: L \rightarrow L^{\prime}$ such that $\langle l, a\rangle$ has no pushout complement and $m \vDash \exists a$. This implies $m \not \vDash \operatorname{Appl}(q)$. Since this contradicts the assumption, there is a direct derivation $G \underset{q, m, m^{\prime}}{\Longrightarrow} H$.

" $\Rightarrow$ ": Let $G \underset{q, m, m^{\prime}}{\Longrightarrow} H$. Then, for every morphism $a: L \rightarrow L^{\prime}, m \vDash \exists a$ iff there is as $m^{\prime}: L^{\prime} \rightarrow G$ in $\mathcal{M}$ such that $m=m^{\prime} \circ a$. By the pushout-pullback decomposition, pushout (1) $+(2)$ has a decomposition into two pushouts (1) and (2) and, in particular, $\langle l, a\rangle$ has a pushout complement. Thus, for every $a \in A, m \models \neg \exists a$, and $m \models \operatorname{Appl}(q)$.
By the definition of L and the statement above, it follows for every rule $\rho=\left(q, \mathrm{ac}_{L}, \mathrm{ac}_{R}\right)$ and every morphism $m: L \rightarrow G, m \models \operatorname{Appl}(\rho)$ iff $m \models \operatorname{Appl}(q) \wedge m \models \operatorname{ac}_{L} \wedge m \models \mathrm{~L}\left(\rho, \operatorname{ac}_{R}\right)$ iff $\exists H . G \underset{q, m, m^{\prime}}{\Longrightarrow} \wedge m \vDash \mathrm{ac}_{L} \wedge m^{\prime} \models \mathrm{ac}_{R}$ iff $\exists H \cdot G \underset{q, m, m^{\prime}}{\Longrightarrow} H$. This completes the proof.

Example 6.10. For the plain rule $q=\left\langle\mathrm{a}_{1} \hookleftarrow \emptyset \hookrightarrow\right.$ (c) $\rangle$,

$$
\left.\operatorname{Appl}(q)=\nexists\left(@_{1} \bullet \bullet\right) \wedge \nexists\left(@_{i} \bullet\right) \wedge \nexists(@)\right)
$$

meaning that node @ ${ }_{1}$ has no incoming edge, no outgoing edge and no loop edge, i.e. no adjacent edge at all. Otherwise, deletion of the node would violate the dangling condition.

### 6.6 Correctness of graph programs

Following the approach taken in (Habel and Pennemann, 2009) for nested conditions, the constructions introduced in this chapter can be used to transform a postcondition
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over a graph program into a weakest precondition. Weakest preconditions are useful in the context of specifications, i.e. a program $P$ together with a precondition $c$ and a postcondition $d$. A specification is correct if for every graph $G$ satisfying the precondition $c$, any graph $H$ resulting from execution of the program $P$ on $G$ satisfies the postcondition. As suggested by (Dijkstra, 1976), we can check the correctness of a specification by generating a weakest precondition from the program and the postcondition, and checking whether the original precondition implies the weakest precondition.

Definition 6.3 (weakest precondition). A condition $c$ is a liberal precondition of a program $P$ relative to condition $d$ if for all graphs $G \models c, G \Rightarrow_{P} H$ implies $H \models d$ for all $H$. A liberal precondition $c$ is a weakest liberal precondition of $P$ relative to $d$ if any liberal precondition of $P$ relative to $d$ implies $c$. A weakest liberal precondition $c$ of $P$ is a weakest precondition if there is at least one graph $H$ such that $G \Rightarrow_{P} H$ and $G \models c . \triangle$

The following theorem establishes that $\mathrm{HR}^{*}$ conditions can be transformed over a program into a weakest precondition.

## Theorem 6.6 (weakest precondition).

For every graph program $P$ and condition $d$, there are conditions $\mathrm{Wlp}(P, d)$ and $\mathrm{Wp}(P, d)$ such that $\mathrm{Wlp}(P, d)$ is a weakest liberal precondition of $P$ relative to $d$ and $\mathrm{Wp}(P, d)$ is a weakest precondition of $P$ relative to $d$.

Given a graph program $P$, a precondition $c$ and a postcondition $d$, we can check whether the specification is correct by checking if the implication $c \Longrightarrow \mathrm{Wp}(P, d)$ holds.

Construction. For any rule $\rho$, programs $P, P_{1}, \ldots, P_{n}$ and condition $d$, let

1. $\mathrm{Wlp}(\rho, d)=\mathrm{C}(\operatorname{Appl}(\rho) \Rightarrow \mathrm{L}(\rho, \mathrm{A}(\rho, d)))$
2. $\mathrm{Wlp}\left(\left\{P_{1}, \ldots, P_{n}\right\}, d\right)=\mathrm{Wlp}\left(P_{1}, d\right) \vee \cdots \vee \mathrm{Wlp}\left(P_{n}, d\right)$
3. $\mathrm{Wlp}\left(P_{1} ; P_{2}, d\right)=\mathrm{Wlp}\left(P_{1}, \mathrm{~W} \operatorname{lp}\left(P_{2}, d\right)\right)$
4. $\mathrm{Wlp}(P \downarrow, d)=\bigwedge_{i=0}^{n} \mathrm{Wlp}\left(P^{i}, \mathrm{Wlp}(P, \mathrm{false}) \Rightarrow d\right)$
5. $\mathrm{Wp}(P, d)=\mathrm{Wlp}(P, d) \wedge \neg \mathrm{Wlp}(P$, false $)$.

Remark. Note that in general, the construction for $\operatorname{Wlp}(P \downarrow, d)$ yields an infinite condition. This is ineffective for practical applications. One way to fix this is to use the approximation $w_{k}=\bigvee_{i=0^{k}} \mathrm{Wlp}\left(P^{i}, d\right)$ for some $k \in \mathbb{N}$. If there is a $k$ with $\mathrm{W} \operatorname{lp}(P \downarrow, d) \Rightarrow w_{k}$, then this approximation is equivalent (since $w_{k} \Rightarrow \mathrm{Wlp}(P \downarrow, d)$ ) and we have a finite weakest liberal precondition. Another approach might be counterexampleguided refinement, as done in (Pennemann, 2009, Chapter 5.4).

Proof (of Theorem 6.6). We first prove a small lemma (lem) stating that $G \models$ $\neg \mathrm{Wlp}\left(P\right.$, false) iff $G \Rightarrow_{P} H$ for some graph $H$.

$$
\begin{aligned}
& G \models \neg \mathrm{Wlp}(P, \text { false }) \\
& \Leftrightarrow \neg G \models \mathrm{Wlp}(P, \text { false }) \\
& \Leftrightarrow \neg \forall H \cdot G \Rightarrow_{P} H \Rightarrow H \models \text { false } \\
& \Leftrightarrow \neg \forall H \cdot \neg\left(G \Rightarrow_{P} H \wedge H \models \text { true }\right) \\
& \Leftrightarrow \exists H \cdot G \Rightarrow_{P} H \wedge H \models \text { true } \\
& \Leftrightarrow \exists H \cdot G \Rightarrow_{P} H
\end{aligned}
$$

Def. $\models$
part (1)
Logic Axioms
Logic Axioms
Tautology

1. For all graphs $G$, we have:

$$
\begin{aligned}
& G \models \mathrm{Wlp}(\rho, d) \\
& \Leftrightarrow G \models \mathrm{C}(\operatorname{Appl}(\rho) \Rightarrow \mathrm{L}(\rho, \mathrm{~A}(\rho, d))) \\
& \Leftrightarrow \forall m: L \rightarrow G \cdot m \models \operatorname{Appl}(\rho) \Rightarrow \mathrm{L}(\rho, \mathrm{~A}(\rho, d)) \\
& \Leftrightarrow \forall m: L \rightarrow G \cdot m \models \operatorname{Appl}(\rho) \operatorname{implies} m \models \mathrm{~L}(\rho, \mathrm{~A}(\rho, d)) \\
& \Leftrightarrow \forall m: L \rightarrow G \cdot m \models \operatorname{Appl}(\rho) \text { implies } m \models \mathrm{~L}(\rho, \mathrm{~A}(\rho, d)) \\
& \Leftrightarrow \forall m: L \rightarrow G, m^{\prime}: R \rightarrow H \cdot m \models \operatorname{Appl}(\rho) \Rightarrow m^{\prime} \models \mathrm{A}(\rho, d) \\
& \Leftrightarrow \forall m: L \rightarrow G, m^{\prime}: R \rightarrow H \cdot m \models \operatorname{Appl}(\rho) \Rightarrow H \models d \\
& \Leftrightarrow \forall H \cdot G \Rightarrow_{\rho} H \Rightarrow H \models d
\end{aligned}
$$

Thus, $\operatorname{Wlp}(\rho, d)$ is a weakest liberal precondition of $\rho$ relative to $d$.
2. For all graphs $G$, we have

$$
\begin{array}{ll}
G \models \operatorname{Wlp}\left(\left\{P_{1}, \ldots, P_{n}\right\}, d\right) & \text { Construction } \\
\Leftrightarrow G \models \operatorname{Wlp}\left(P_{1}, d\right) \vee \cdots \vee \operatorname{Wlp}\left(P_{n}, d\right) & \text { part (1) } \\
\Leftrightarrow \forall H \cdot G \Rightarrow P_{P_{1}} H \Rightarrow H \models d \vee \cdots \vee G \Rightarrow_{P_{n}} H \Rightarrow H \models d & \text { Def. } 2.7 \\
\Leftrightarrow \forall H \cdot G \Rightarrow{ }_{\left\{P_{1}, \ldots, P_{n}\right\}} H \Rightarrow H \models d . &
\end{array}
$$

Construction
Def. 3.9
Logic
Theorem 6.4
Def. 3.9
Theorem 6.2
Lemma 6.5

For all graphs $G$, we have

$$
\begin{array}{ll}
G \models \mathrm{Wlp}\left(P_{1} ; P_{2}, d\right) & \text { Construction } \\
\Leftrightarrow G \models \operatorname{Wlp}\left(P_{1}, \operatorname{Wlp}\left(P_{2}, d\right)\right) & \text { part(1) } \\
\Leftrightarrow \forall G^{\prime}, H . G \Rightarrow_{P_{1}} G^{\prime} \Rightarrow G^{\prime} \models \operatorname{Wlp}\left(P_{2}, d\right) \wedge G^{\prime} \Rightarrow_{p} H \Rightarrow H \models d & \text { Def. } 2.7 \\
\Leftrightarrow \forall H . G \Rightarrow \Rightarrow_{P_{1} ; P_{2}} H \Rightarrow H \models d . &
\end{array}
$$

4. Let $W_{i}=\mathrm{Wlp}\left(P^{i-1}, \mathrm{Wlp}(P, \mathrm{Wlp}(P\right.$, false $\left.) \Rightarrow d)\right)$. For all graphs $G$, we have:

$$
\begin{aligned}
& G \models \mathrm{Wlp}(P \downarrow, d) \\
& \Leftrightarrow G \models \bigwedge_{i=0}^{n} \mathrm{Wlp}\left(P^{i}, \mathrm{Wlp}(P, \text { false }) \Rightarrow d\right) \\
& \Leftrightarrow G \vDash(\mathrm{Wlp}(P, \text { false }) \Rightarrow d) \wedge \\
& \forall i \in \mathbb{N}-\{0\} . G \models W_{i} \\
& \Leftrightarrow G \models(d \vee \neg \mathrm{Wlp}(P, \text { false })) \wedge \forall i \in \mathbb{N}-\{0\} . G \models W_{i} \quad \text { Lemma (lem) } \\
& \Leftrightarrow\left(G \models d \vee \forall H . G \Rightarrow_{P} H \Rightarrow H \models d\right) \wedge \forall i \in \mathbb{N}-\{0\} . G \models W_{i} \text {. } \\
& \text { By induction over } i \text {, we get } \\
& \left(G \models d \vee \forall H . G \Rightarrow_{P} H \Rightarrow H \models d\right) \wedge \forall i \in \mathbb{N}-\{0\} . G \models W_{i} \\
& \text { Def. } W_{i} \\
& \Leftrightarrow\left(G \models d \vee \forall H . G \Rightarrow_{P} H \Rightarrow H \models d\right) \wedge \forall i \in \mathbb{N}-\{0\} \text {. } \\
& G \models \operatorname{Wlp}\left(P^{i-1}, \mathrm{Wlp}(P, \mathrm{Wlp}(P, \text { false }) \Rightarrow d)\right) \quad \text { induction } \\
& \Leftrightarrow\left(G \models d \vee \forall H . G \Rightarrow_{P} H \Rightarrow H \models d\right) \wedge \forall i \in \mathbb{N}-\{0\}(G \models \text { Logic } \\
& \left.d \vee \forall H^{i} . G \Rightarrow \Rightarrow_{P^{i}} H^{i} \Rightarrow H^{i} \models \mathrm{Wlp}\left(P^{i-1}, d\right)\right) \\
& \Leftrightarrow \forall H . G \Rightarrow_{P \downarrow} H \Rightarrow H \models d \text {. } \\
& \text { Construction } \\
& \text { Def. } 2.7 \\
& \text { Logic } \\
& \text { Lemma (lem) } \\
& \text { induction } \\
& \text { Logic } \\
& \Leftrightarrow \forall H . G \Rightarrow{ }_{P \downarrow} H \Rightarrow H \models d \text {. }
\end{aligned}
$$
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5. By construction, for any graph $G, G \models \mathrm{Wp}(P$, false) iff $G \models \mathrm{Wlp}(P, d) \wedge$ $\neg \mathrm{Wlp}(P, \mathrm{false})$. By the semantics of $\mathrm{HR}^{*}$ conditions, this equals $G \vDash \mathrm{Wlp}(P, d) \wedge$ $G \models \neg \mathrm{Wlp}(P$, false). By part (1-4) of the proof, for any program $P$, we know that $G \models \mathrm{Wlp}(P, d)$ iff $\mathrm{Wlp}(P, d)$ is a weakest precondition of $P$ relative to $d$. By part (0), $G \models \neg \mathrm{Wlp}\left(P\right.$, false) iff $G \Rightarrow_{P} H$ for some graph $H$. Thus, for every program $P, \mathrm{Wp}(P, d)=\mathrm{Wlp}(P, d) \wedge \neg \mathrm{Wlp}(P, \mathrm{f}$ alse $)$ is a weakest precondition of $P$ relative to $d$.

For illustration, we return to the car platooning example from Chapter 3.4
Example 6.11. We check whether the constraint "a follower always has an incoming path from a terminator and an outgoing path to a leader" is an invariant for the Merge rule for a free agent and a platoon:


Note that the replacement rules can be applied to non-white cars because, as stated in Chapter 3.4, a node's color is modeled by a loop edge labeled with the color.
We first construct a right application condition $\mathrm{ac}_{R}$ from our postcondition $c$ by shifting the rule's right-hand side into the condition.


Remark. There are more possibilities of identifying nodes $a$ and $b$ with nodes 1,2 and 3 than those shown. However, only the two combinations above, i.e. unifying either $a=1$ and $b=2$ together or neither of them, do not contradict any of the constraints given for the respective car types. Since we assume that the rule is applied to a valid model, these invalid combination are left out.

We can now construct the left application condition $\mathrm{ac}_{L}$ from $\mathrm{ac}_{R}$. Basically, this amounts to applying the rule backwards on $\mathrm{ac}_{R}$. In this case, the colors of the cars change, and any part of the condition where this process would unify cars of different colors evaluates to false (for colors encoded as node labels; since we use loop edges here, an additional constraint forbidding nodes with more than one color is needed).

To construct the weakest precondition, we need to make sure that the left application condition $\mathrm{ac}_{L}$ is satisfied for any possible match of the rule, under the condition that the rule is applicable:



Our original goal was to check whether condition $c$ is an invariant for the Merge rule, i.e. whether for all graphs $G$ satisfying $c$, all graphs $H$ resulting from application of Merge to $G$ also satisfy $c$. Following the approach from (Dijkstra, 1976), we computed a weakest precondition $c_{\text {wlp }}$ and now have to check whether the original precondition $c$ implies the weakest precondition $c_{\text {wlp }}$.


In this case, the implication holds: if every follower car is on a path from a terminator to a leader, this is also true in the context of an additional free car $a$ and a terminator $b$ with no in- or outgoing edges.

The (generally undecidable) problem of proving whether an implication imp $:=c \Rightarrow$ Wlp $(P, d)$ holds for an $\mathrm{HR}^{*}$ precondition $c$, postcondition $d$ and program $P$ can be approached in different ways. One way would be to use the transformation SO from Chapter 5.3 to transform imp into a second-order graph formula and then use a higherorder theorem prover, e.g. CoQ (Bertot and Castéran, 2004) or Isabelle (Nipkow et al., 2002), to conduct the proof. Another way lies in the development of a dedicated calculus and theorem prover for $\mathrm{HR}^{*}$ conditions, similar to the ProCon prover for nested graph conditions (Pennemann, 2008b), which can be supplemented by a SAT solver similar to SeekSat (Pennemann, 2008a) looking for counterexamples. However, a calculus for HR* conditions has to match graphs with variables and possibly different hyperedge replacement systems. For example, it would have to check whether the condition
is equivalent to the condition

which both express the property "There is a path over at least two edges from node 1 to node 2". This difficult problem is beyond the scope of this PhD thesis and left as future work.
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## Application to meta-modeling
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The following chapter is largely oriented at the joint paper (Radke et al., 2015) of the author with Thorsten Arendt, Jan Steffen Becker, Annegret Habel and Gabriele Taentzer.
The goal of this chapter is to apply graph transformation techniques to the problem of meta-model instance generation. Usually, meta-models are formalized in a two-fold way: Structure and typing of the meta-model are specified by a class diagram, and additional constraints can be specified in the OCL (Object Constraint Language). OCL is part of the industry-standard Unified Modeling Language (UML) used to graphically specify meta-models.
This is a purely declarative way of specification. However, some tasks, such as generating instances (K. Ehrig et al., 2009) or generating or recognizing edit operations (Kehrer et al., 2013), are better suited for a constructive approach. Graph grammars provide such a constructive approach and are a useful tool to design visual languages (Bardohl et al., 1999).
Our approach is shown in Figure 7.1. We transform the type graph into a graph grammar as in (Taentzer, 2012), and the OCL constraints into graph conditions. The constraints are then integrated into the graph grammar as application conditions. This grammar can then be used to generate instances of the meta-model that adhere to all the constraints given in the type graph and the OCL constraints.
The chapter begins with an overview on the OCL and its semantics in Chapter 7.1. We then introduce conditions over typed, attributed graphs with inheritance suitable for use


Figure 7.1: Overview of the approach for instance generation
in the context of OCL constraints in Chapter 7.2 . Chapter 7.3 contains the transformation of a large part of Essential OCL into graph conditions. Special consideration for the OCL iterate operation is taken in Chapter 7.4 Chapter 7.5 explains the integration of the constraints into the grammar.

### 7.1 An overview of the Object Constraint Language

This subchapter gives a brief introduction and an overview of the syntax and semantics of the Object Constraint Language (OCL). Throughout this chapter, we use the version 2.2 of the OCL standard as specified in (Object Management Group, 2010). The syntax of OCL is covered in detail in chapters 7 and 8 of (Object Management Group, 2010). The semantics of OCL used here, though, is the one from (Richters, 2002), as it is more precise and less error-prone than the semantics presented in (Object Management Group, 2010). See (Brucker and Wolff, 2012) for a discussion of inconsistencies and contradictions in OCL 2.3.
OCL is designed as a pure specification language and thus free of side-effects. The part of OCL that this thesis aims to translate is Essential OCL as defined in Chapter 13 of (Object Management Group, 2010).

## Types and operations

OCL is a typed language, so every OCL expression has a type. A set of OCL constraints is tied to a specific meta-model, usually specified by a UML class diagram. The constraints use the types of the meta-model and supplement the constraints given by the diagram.

Definition 7.1 (Object Model). Let DSIG $=(S, O P)$ be a data signature with $S=$ $\{$ Int, Real, Bool, String \} and corresponding operation symbols $O P$. An object model over DSIG is a structure $M=(C L S, A C L S, E N U M, a t t r, a s s o c, \prec)$ with

- a finite set $C L S$ of classes with a subset $A C L S \subseteq C L S$ of abstract classes,
- a finite set $E N U M$ of enumerations, where each enumeration $E \in E N U M$ is a non-empty, finite set of literals,
- a function attr $:(C L S \times S t r i n g) \rightarrow(S \cup E N U M)$ mapping from a class and an attribute name to an attribute value,
- a function assoc : $(C L S \times C L S) \rightarrow(S t r i n g \times \mathbb{N} \times \mathbb{N})$ is a function $\operatorname{assoc}(s, t)=$ (name, min, max) signifying an association named name from $s$ to $t$ with multiplicity between min and max ${ }^{1}$, and
- a partial order $\prec$ on $C L S$ reflecting the generalization hierarchy.

Example meta-model. As a running example, we use a meta-model for Petri nets. Figure 7.2 shows a possible model for Petri nets, in the usual class diagram notation (Object Management Group, 2003). A Petri net consists of places and transitions, each of which have a name. Places are connected to Transitions (and vice versa) via weighted arcs. Places also have a number of tokens, represented as a class for easy extensibility.


Figure 7.2: Meta-model for Petri nets (adapted from (Wachsmuth, 2007))

OCL invariants. The OCL can be used for a number of different purposes. All OCL expressions have some kind of context that specifies the scope for which the expression should be valid. In this work, we are primarily concerned with the purpose of formulating invariants of an object model. An OCL invariant has the form

```
context <Context> inv: <Formula>
```

[^14]Types in OCL. The type hierarchy of OCL consists of a few built-in types together with the types of the underlying model. OCL has the built-in basic types Boolean (also called Bool here), Integer (also called Int here), Real and String. For each of these types, the usual operations and infix operators are defined. OCL also has the type Collection and its subtypes Set, OrderedSet, Bag and Sequence, as well as named Tuples.

Properties and Navigation. One of the most important operations in OCL expressions is the navigation through the hierarchy of classes and their respective properties, i.e. attributes, methods and associations. Navigation to a property $B$ of an object $A$ is specified by the OCL expression A.B, and operations on the built-in OCL types (in most cases, collections) are denoted by A->B. The special keyword self stands for an object of the context type of the expression. As an example, the OCL expression context Place inv: self.token->size() < 3 specifies that, for any object of type Place, the number of tokens (i.e. associations of the kind token) should be less than three.

## Formal semantics of OCL operations

In order to define and prove a formal transformation from Essential OCL to HR* conditions, we need a detailed semantics for Essential OCL. The following definitions follow those from (Richters, 2002).
The evaluation of an OCL constraint on an instance (also called object model) $M$ is dependent on its system state at a given point in time. The system state consists of a set of class objects, functions assigning the attribute values to each object and links connecting the objects.

Definition 7.2 (system state). The system state of an object model $M$ is a structure $\mathcal{S}(M)=\left(\mathcal{S}_{C l s}, \mathcal{S}_{A t t}, \mathcal{S}_{A s s o c}\right)$, where

- $\mathcal{S}_{C l s}$ is a function assigning a finite set of object identifiers $\left\{o_{1}: C, o_{2}: C, \ldots\right\}$ to each class $C$. Note that $\mathcal{S}_{C l s}(C)=\emptyset$ for all abstract classes $C$.
- $\mathcal{S}_{\text {Att }}$ is a function assigning a value to each owned and inherited attribute attr of an object in $\mathcal{S}_{\text {Cls }}$.
- $\mathcal{S}_{\text {Assoc }}$ is a finite set of directed links $\left(o_{1}, o_{2}\right)$ between objects that respect the constraints on links and their multiplicities of the meta-model. For a pair of classes $\left(C_{1}, C_{2}\right)$, let $\mathcal{S}_{\text {Assoc }}\left(\left(C_{1}, C_{2}\right)\right) \subset \mathcal{S}_{\text {Assoc }}$ be the set of all links from objects of type $C_{1}$ to objects of type $C_{2}$.

We can now define the semantics for basic types and simple operations.
Definition 7.3 (Semantics of a signature). Let $\Sigma_{M}=\left(T_{M}, \leq_{M}, \Omega_{M}\right)$ be a signature over an object model $M$. The semantics of $M$ is a structure $I\left(\Sigma_{M}\right)=\left(I\left(T_{M}\right), I\left(\leq_{M}\right)\right.$, $I\left(\Omega_{M}\right)$ ) where

- $I\left(T_{M}\right)$ assigns to each type $T \in T_{M}$ an interpretation $I(T)$, e.g., $I($ Real $)=\mathbb{R}$, $I(T)=\bigcup_{T \preceq T^{\prime}} \mathcal{S}_{C l s}\left(T^{\prime}\right), I(\operatorname{Set}(T))=2^{I(T)}$ where $2^{I(T)}$ is the set of all finite subsets of $I(T)$,
- $I\left(\leq_{M}\right)$ implies for all types $T, T^{\prime} \in T_{M}$ that $I(T) \subset I\left(T^{\prime}\right)$ if $T \leq_{M} T^{\prime}$.
- $I\left(\Omega_{M}\right)$ assigns to each operation $\omega: t_{1} \times \cdots \times t_{n} \rightarrow t \in \Omega_{M}$ a total function $I(\omega)=I\left(t_{1}\right) \times \cdots \times I\left(t_{n}\right) \rightarrow I(t)$, e.g., $I(42)=42, I\left(+_{\text {Int }}\right)(i, j)=i+j$ for integers $i$ and $j$, and $I\left(==_{t}\right)\left(v_{1}, v_{2}\right)=\left(v_{1}=v_{2}\right)$ with values $v_{1}, v_{2} \in I(t)$.

Definition 7.4 (semantics of Essential OCL expressions). Let $T_{M}$ be the set of types of a given object model $M$. Let Env $=\{\tau \mid \tau=(\mathcal{S}, \beta)\}$ be a set of environments with system states $\mathcal{S}$ and variable assignments $\beta$ which map variable names to values of the corresponding type $I(T)$. The semantics of an Essential OCL expression e of type $T$ is a function $I \llbracket \mathrm{e} \rrbracket: E n v \rightarrow I(T)$ and is defined inductively as follows for each $\tau=(\mathcal{S}, \beta) \in E n v$.
Let $\tau\{v / x\}$ denote the substitution of all occurrences of $v$ in $\tau$ by $x$.

- For a variable $v$, let $I \llbracket v \rrbracket(\tau):=\beta(v)$.
- For an operation op $\left(e_{1}, \ldots, e_{n}\right)$, let $I \llbracket \mathrm{op}\left(e_{1}, \ldots, e_{n}\right) \rrbracket(\tau):=I(\mathrm{op})(\tau)\left(I \llbracket e_{1} \rrbracket(\tau), \ldots, I \llbracket e_{n} \rrbracket(\tau)\right)$. The syntax and semantics of concrete operations in Essential OCL are listed in Tables 7.1, 7.2 and 7.3 极
- For an expression if $e_{1}$ then $e_{2}$ else $e_{3}$, let $I \llbracket$ if $e_{1}$ then $e_{2}$ else $e_{3} \rrbracket(\tau):=$ $I \llbracket e_{2} \rrbracket(\tau)$ if $I \llbracket e_{1} \rrbracket(\tau)$ and $I \llbracket e_{3} \rrbracket(\tau)$ otherwise.
- For an expression let $\mathrm{v}=e$ in $e^{\prime}, I \llbracket 1 \mathrm{et} \mathrm{v}=e$ in $e^{\prime} \rrbracket(\tau):=I \llbracket \mathrm{e}^{\prime} \rrbracket(\mathcal{S}, \beta\{v / I \llbracket \mathrm{e} \rrbracket\}(\tau))$.

Remark. An invariant context v:C inv: expr can be expressed by the OCL constraint C.allInstances->forAll(v|expr). Therefore, the semantics of this invariant is equal to the semantics of the corresponding Essential OCL expression.

[^15]Table 7.1: OCL operations on single nodes and attributes.

| Syntax $e, e_{1}, e_{2} \in E x p r$ | Semantics $I \llbracket \mathrm{e} \rrbracket(\tau) \text { with } \tau=(\mathcal{S}, \beta) \in E n v$ |
| :---: | :---: |
| $e_{1}: \mathrm{T}=e_{2}: \mathrm{T} \rightarrow$ Bool | $I \llbracket e_{1} \rrbracket(\tau)=I \llbracket e_{2} \rrbracket(\tau)$ |
| $e_{1}: \mathrm{T}$ <> $e_{2}: \mathrm{T} \rightarrow$ Bool | $I \llbracket e_{1} \rrbracket(\tau) \neq I \llbracket e_{2} \rrbracket(\tau)$ |
| $e_{1}+e_{2} \rightarrow$ Int | $I \llbracket e_{1} \rrbracket(\tau)+I \llbracket e_{2} \rrbracket(\tau)$ |
| $e_{1} \leq e_{2} \rightarrow$ Bool | $I \llbracket e_{1} \rrbracket(\tau) \leq I \llbracket e_{2} \rrbracket(\tau)$ |
| $e_{1}$ and $e_{2} \rightarrow$ Bool | $I \llbracket e_{1} \rrbracket(\tau) \wedge I \llbracket e_{2} \rrbracket(\tau)$ |
| 'a string' $\rightarrow$ String | 'a string' |
| $e: C . a l l$ Instances () $\rightarrow$ Set (C) | $\mathcal{S}_{\text {Cls }}(C)$ |
| $\begin{aligned} & \text { e:C.attr } \rightarrow \mathrm{T} \\ & \text { with } \text { attr } \in \mathcal{S}_{A t t}(C) \end{aligned}$ | $\mathcal{S}_{\text {Att }}($ attr $)\left(I \llbracket e_{c} \rrbracket(\tau)\right)$ |
| $\begin{aligned} & \hline e: \text { C.nav } \rightarrow C^{\prime} \\ & \text { with }(e, n a v) \in \mathcal{S}_{\text {Assoc }} \end{aligned}$ | $n a v$ with $(I \llbracket e \rrbracket(\tau), n a v) \in \mathcal{S}_{\text {Assoc }}$ |
| $e: C . n a v \rightarrow$ Set (C') | $\left.\left\{n a v \mid(I \llbracket ¢ \rrbracket(\tau), n a v) \in \mathcal{S}_{\text {Assoc }}\right)\right\}$ |
| $e: T . o c l I s T y p e O f(T ') ~$ | $I \llbracket \ell \rrbracket(\tau) \in I\left(T^{\prime}\right)-\bigcup_{T^{\prime \prime} \leq_{M} T^{\prime}} I\left(T^{\prime \prime}\right)$ |
| $e: T . o c l I s K i n d O f(T ') ~$ | $I \llbracket e \rrbracket(\tau) \in I\left(T^{\prime}\right)$ |
| $e:$ T.oclAsType (T') | $I \llbracket e \rrbracket(\tau) \text { if } I \llbracket e \rrbracket(\tau) \in I\left(T^{\prime}\right)$ <br> and $\emptyset$ otherwise. |

Table 7.2: OCL operations on sets, yielding sets.

| Syntax $e, e^{\prime} \in \operatorname{Expr}, S=\operatorname{Set}(\mathrm{T})$ | Semantics $I \llbracket \rrbracket \rrbracket(\tau) \text { with } \tau=(\mathcal{S}, \beta) \in E n v$ |
| :---: | :---: |
| $\operatorname{Set}\left(e_{1}, \ldots, e_{n}\right) \rightarrow \mathrm{S}$ <br> with $e_{1}, \ldots, e_{n}$ of type T | $\left\{I \llbracket e_{1} \rrbracket(\tau), \ldots, I \llbracket e_{n} \rrbracket(\tau)\right\}$ |
| $e:$ S->union ( $\left.e^{\prime}: \mathrm{S}\right) \rightarrow \mathrm{S}$ | $I \llbracket \mathrm{e} \rrbracket(\tau) \cup I \llbracket \mathrm{e}^{\prime} \rrbracket(\tau)$ |
| $e: S->$ intersection $\left(e^{\prime}: \mathrm{S}\right) \rightarrow \mathrm{S}$ | $I \llbracket \mathrm{e} \rrbracket(\tau) \cap I \llbracket \mathrm{e}^{\prime} \rrbracket(\tau)$ |
| $e: S-e^{\prime}: \mathbf{S} \rightarrow \mathrm{S}$ | $I \llbracket \mathrm{e} \rrbracket(\tau)-I \llbracket \mathrm{e}^{\prime} \rrbracket(\tau)$ |
| $e: S->$ symmetricDifference ( $\left.e^{\prime}: \mathrm{S}\right) \rightarrow \mathrm{S}$ | $\begin{aligned} & \left(I \llbracket \mathbb{e} \rrbracket(\tau) \cup I \llbracket \mathfrak{e}^{\prime} \rrbracket(\tau)\right) \\ & -\left(I \llbracket \rrbracket \rrbracket(\tau) \cap I \llbracket \mathfrak{e}^{\prime} \rrbracket(\tau)\right) \end{aligned}$ |
| $e:$ S->including ( $\left.e^{\prime}: \mathrm{T}\right) \rightarrow \mathrm{S}$ | $I \llbracket \mathrm{e} \rrbracket(\tau) \cup\left\{I \llbracket \mathrm{e}^{\prime} \rrbracket(\tau)\right\}$ |
| $e:$ S->excluding ( $\left.e^{\prime}: \mathrm{T}\right) \rightarrow \mathrm{S}$ | $I \llbracket \mathrm{e} \rrbracket(\tau)-\left\{I \llbracket \mathrm{e}^{\prime} \rrbracket(\tau)\right\}$ |
| $e:$ S->select (v:T\|e ${ }^{\prime}:$ Bool $) \rightarrow \mathrm{S}$ | $\left\{x \mid x \in I \llbracket e \rrbracket(\tau) \wedge I \llbracket e^{\prime} \rrbracket(\tau\{v / x\})\right\}$ |
| $e:$ S->reject (v:T\|e ${ }^{\prime}$ :Bool) $\rightarrow$ S | $\left\{x \mid x \in I \llbracket e \rrbracket(\tau) \wedge \neg I \llbracket e^{\prime} \rrbracket(\tau\{v / x\})\right\}$ |
| $e: S->\operatorname{collect}\left(\mathrm{v}: \mathrm{T} \mid e^{\prime}: \mathrm{T}{ }^{\prime}\right) \rightarrow \operatorname{Set}\left(\mathrm{T}^{\prime}\right)$ | $\left\{I \llbracket e^{\prime} \rrbracket(\tau\{\mathrm{v} / x\}) \mid x \in I \llbracket e \rrbracket(\tau)\right\}$ |
| $\begin{aligned} & e->\text { iterate }\left(\mathrm{v}: \mathrm{T} ; \mathrm{a}=e^{\prime} \mid e^{\prime \prime}\right) \rightarrow \mathrm{S} \\ & \text { with } e: \mathrm{S} \text { and } e^{\prime}, e^{\prime \prime}: \mathrm{T} \end{aligned}$ | $I \llbracket e^{\prime \prime} \rrbracket\left(\tau\left\{a / a^{\prime}\right\}\left\{v / x_{n}\right\}\right)$ with $\mathbf{a}^{\prime}=$ <br> $I \llbracket\left\{x_{1}, \ldots, x_{n-1}\right\}$->iterate (v; $\left.\mathrm{a}=e^{\prime} \mid e^{\prime \prime}\right) \rrbracket$ <br> if $I \llbracket \ell \rrbracket(\tau)=\left\{x_{1}, \ldots, x_{n}\right\}$ and $I \llbracket e^{\prime} \rrbracket(\tau)$ else. |

Table 7.3: Further OCL operations on sets.

| Syntax $e, e^{\prime} \in \operatorname{Expr}, S=\operatorname{Set}(\mathrm{T})$ | Semantics $I \llbracket \rrbracket \rrbracket(\tau) \text { with } \tau=(\mathcal{S}, \beta) \in E n v$ |
| :---: | :---: |
| $e: S->$ size () $\rightarrow$ Int | $\|I \llbracket \mathrm{e} \rrbracket(\tau)\|$ |
| $e: S->o n e\left(v: T \mid e^{\prime}:\right.$ Bool $) \rightarrow$ Bool | ```true if }\|I\llbrackete->select(v:T T 軖)\rrbracket(\tau)|=1 else false``` |
| $e:$ S->isEmpty () $\rightarrow$ Bool | $I \llbracket \mathrm{e} \rrbracket(\tau)=\varnothing$ |
|  | $I \llbracket \mathrm{e} \rrbracket(\tau) \neq \varnothing$ |
| $e: S->e x i s t s\left(v: T \mid e^{\prime}:\right.$ Bool $) \rightarrow$ Bool | $\begin{aligned} & V 1 \leq i \leq n \\ & 1 \llbracket e^{\prime} \rrbracket\left(\tau\left\{v / x_{i}\right\}\right) \\ & \text { if } I \llbracket e \rrbracket(\tau)=\left\{x_{1}, \ldots, x_{n}\right\}, \text { else false } \end{aligned}$ |
|  | $\begin{aligned} & \wedge_{1 \leq i \leq n} I \llbracket e^{\prime} \rrbracket\left(\tau\left\{v / x_{i}\right\}\right) \\ & \text { if } I \llbracket e \rrbracket(\tau)=\left\{x_{1}, \ldots, x_{n}\right\}, \text { else true } \end{aligned}$ |
| $e: S->a n y\left(v: T \mid e e^{\prime}:\right.$ Bool $) \rightarrow \mathrm{T}$ | $x \text { if } x \in I \llbracket e \rrbracket(\tau) \wedge I \llbracket e^{\prime} \rrbracket(\tau\{v / x\})$ <br> and false otherwise |
| $e:$ S->includes ( $\left.e^{\prime}: \mathrm{T}\right) \rightarrow$ Bool | $I \llbracket \mathrm{e}^{\prime} \rrbracket(\tau) \in I \llbracket \mathrm{e} \rrbracket(\tau)$ |
| $e:$ S->excludes ( $\left.e^{\prime}: \mathrm{T}\right) \rightarrow$ Bool | $I \llbracket \mathrm{e}^{\prime} \rrbracket(\tau) \notin I \llbracket e^{\prime}: T \rrbracket(\tau)$ |
| $e:$ S->includesAll ( $e^{\prime}:$ S $) \rightarrow$ Bool | $I \llbracket \mathrm{e}^{\prime} \rrbracket(\tau) \subseteq I \llbracket \mathrm{e} \rrbracket(\tau)$ |
| $e: S->$ excludesAll $\left(e^{\prime}: \mathrm{S}\right) \rightarrow$ Bool | $I \llbracket \mathrm{e} \rrbracket(\tau) \cap I \llbracket \mathrm{e}^{\prime} \rrbracket(\tau)=\varnothing$ |

### 7.2 Graphs and conditions for OCL

Representing meta-models and OCL constraints with graph conditions puts some special requirements on the conditions.

Typing and inheritance. Types and their relation to each other are a core concept of OCL. Thus, graph conditions also need to support typed nodes, including inheritance.

Attributes. Most objects will have one or more attributes, and OCL constraints often reference attributes. Therefore, it is essential that our conditions offer a way to reference attributes, too, and to compare them to other attributes or constants.

Notation. Nodes have to be annotated with their respective type and attributes. It is also useful to give names to the nodes. A node named u of type PTArc, with the attribute weight having a value of 2 , is represented as $\frac{\mathrm{u}: \mathrm{PTArc}}{\text { weight }=2}$. Edges are annotated with a label representing the role name in the meta-model. Two edges in opposite directions between the same nodes are written as a bidirectional edge; to discern the two labels, they are positioned near the respective source node of the edge: Two nodes $u$ and $v$ of type T, with an a-edge from $u$ to $v$ and a b-edge from $v$ to $a$, are written as $u: T{ }^{\text {a }} \quad \mathrm{b}: T$.

Compact conditions. Graph conditions have the tendency to become rather large and cumbersome when the nesting gets deeper. Take, for example, the following property: "There is a node u:T, such that for any other node v:T, there is an outgoing edge from $\mathrm{v}: \mathrm{T}$ to some other node w:T". Note that u:T might be identified with w:T. As a nested condition, this can be formulated as

$$
\exists((\mathrm{u}: \mathrm{T}, \forall(\mathrm{u}: \mathrm{T} \mid \mathrm{v}: \mathrm{T}, \exists(\mathrm{u}: \mathrm{T} \mid \mathrm{v}: \mathrm{T} \mathrm{w}: \mathrm{T}, \exists(\mathrm{u}: \mathrm{T} \mid \mathrm{v}: \mathrm{T} \gg \mathrm{w}: \mathrm{T})) \vee \exists(\mathrm{v}: \mathrm{T} \gg \mathrm{u}: \mathrm{T})))
$$

The compact conditions we propose in this subchapter shorten the above to

$$
\exists(\overline{\mathrm{u}: \mathrm{T}}, \forall(\sqrt[\mathrm{v}: \mathrm{T}]{ }, \exists(\sqrt{\mathrm{v}: \mathrm{T}}>\sqrt{\mathrm{w}: \mathrm{T}}))) .
$$

## Typed graphs with inheritance and attributes

The definition of attributed graphs used here is loosely based on the concept given in (H. Ehrig, K. Ehrig, Prange, et al., 2006). This concept is enhanced by allowing variables for attribute values and formulas over these variables, similar to the symbolic graphs in (Orejas, 2011). For an alternative concept for attributed graphs with inheritance, see e.g. (Löwe et al., 2013). The definitions use some basic concepts of algebraic specifications. For further lecture on this topic, consider e.g. (H. Ehrig, K. Ehrig, Prange, et al., 2006) or (H. Ehrig and Mahr, 1985; Loeckx et al., 1996).

We first define $A$-graphs, graphs equipped with node attributes. Attributes are represented by an attribute edge from the graph node to a data node.

## Chapter 7 Application to meta-modeling

Definition 7.5 (A-graphs). An $A$-graph is a tuple $G=\left(G_{V}, G_{D}, G_{E}, G_{A}, \operatorname{src}_{G}, \operatorname{tgt}_{G}\right.$, $\operatorname{src}_{A}, t g t_{A}$ ) consisting of sets $G_{V}$ and $G_{D}$, called graph and data nodes (or vertices), respectively, $G_{E}$ and $G_{A}$, called graph and node attribute edges, respectively, source and target functions: $\operatorname{src}_{G}: G_{E} \rightarrow G_{V}, \operatorname{tgt}_{G}: G_{E} \rightarrow G_{V}$ for graph edges and $\operatorname{src}_{A}: G_{A} \rightarrow$ $G_{V}, \operatorname{tgt}_{A}: G_{A} \rightarrow G_{D}$ for node attribute edges (going from a graph to a data node). Given two A-graphs $G^{1}$ and $G^{2}$, an $A$-graph morphism $f: G^{1} \rightarrow G^{2}$ is a tuple of functions $f_{V}: G_{V}^{1} \rightarrow G_{V}^{2}, f_{D}: G_{D}^{1} \rightarrow G_{D}^{2}, f_{E}: G_{E}^{1} \rightarrow G_{E}^{2}$ and $f_{A}: G_{A}^{1} \rightarrow G_{A}^{2}$ such that $f$ commutes with all source and target functions, e.g. $f_{V} \circ s r c_{G}^{1}=s r c_{G}^{2} \circ f_{E}$. An A-graph morphism $f$ is injective (an inclusion) if the functions $f_{V}, f_{D}, f_{E}$, and $f_{A}$ are injective.

The A-graphs are now enhanced with formulas over the attributes. Let DSIG $=(S, O P)$ be a data signature, $X=\left\{X_{s}\right\}_{s \in S}$ a family of variables, and $T_{\mathrm{DSIG}}(X)$ the term algebra with respect to DSIG and $X$, i.e. .

Definition 7.6 (attributed graphs). An attributed graph over DSIG and $X$ is a tuple $A G=(G, D, \Phi)$ where $G$ is an A-graph, $D$ is a DSIG-algebra with $\sum_{s \in S} D_{s}=G_{D}$, and $\Phi$ is a finite set (i.e. a conjunction) of Boolean formulas over $T_{\mathrm{DSIG}}(X)$. An attributed graph $A G=(G, D, \emptyset)$ with an empty set of formulas is basic and is shortly denoted by $A G=(G, D)$.
For attributed graphs $A G^{1}$ and $A G^{2}$, an attributed morphism $f: A G^{1} \rightarrow A G^{2}$ is a pair $f=\left(f_{G}, f_{D}\right)$ of an A-graph morphism $f_{G}: G^{1} \rightarrow G^{2}$ and a DSIG-homomorphism $f_{D}: D^{1} \rightarrow D^{2}$ such that (1) commutes for all $s \in S, f_{G, G_{D}}=\sum_{s \in S} f_{D, s}$, and $\Phi^{2} \Rightarrow f\left(\Phi^{1}\right)$ where $f\left(\Phi^{1}\right)$ is the set of formulas obtained when replacing in $\Phi^{1}$ every variable $x$ in $G^{1}$ by $f(x)$. An attributed morphism $f$ is injective (an inclusion) if $f_{G}$ and $f_{D}$ are injective (inclusions).


Example 7.1. For the Petri net model in Figure 7.2 the attributed graph $\frac{\mathrm{u} \text { uTPArc }}{\text { weight } \geq 1}$ consists of an A-Graph with a single node $u$, a DSIG-algebra for natural numbers and the formula set $\Phi=\{$ weight $\geq 1\}$.

Our attributed graphs correspond to the basic attributed graphs in Chapter 8 of (H. Ehrig, K. Ehrig, Prange, et al., 2006). The results from (H. Ehrig, K. Ehrig, Prange, et al., 2006) for basic attributed graphs can be generalized to our attributed graphs:

## Fact 7.1 (properties of attributed graphs).

1. Attributed graphs and attributed morphisms form the category AGraphs.
2. The category has pushouts and $\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization in the sense of (H. Ehrig, K. Ehrig, Prange, et al., 2006) with $\mathcal{M}$ being the class of all injective morphisms $m: A \rightarrow B$ with $\Phi_{B} \Leftrightarrow m\left(\Phi_{A}\right)$ and $\mathcal{E}^{\prime}$ the class of all jointly surjective morphism pairs.

Proof. The proof follows more or less from (H. Ehrig, K. Ehrig, Prange, et al., 2006). The first statement is straightforward; the second one follows from the one in (H. Ehrig, K. Ehrig, Prange, et al., 2006): Let $r: K \rightarrow R$ and $d: K \rightarrow D$ be attributed morphisms on basic attributed graphs and $\Phi_{K}, \Phi_{R}, \Phi_{D}$ be the corresponding sets of formulas. By (H. Ehrig, K. Ehrig, Prange, et al., 2006), there are a basic attributed graph $H$ and basic attributed morphisms $r^{\prime}: R \rightarrow H$ and $h: D \rightarrow H$ such that the square (1) in the diagram below is a pushout. Let $\Phi_{H}$ be equivalent to $r^{\prime}\left(\Phi_{D}\right) \cup h\left(\Phi_{R}\right)$. Then $\Phi_{H} \Rightarrow r^{\prime}\left(\Phi_{D}\right)$ and $\Phi_{H} \Rightarrow h\left(\Phi_{R}\right)$, i.e. $r^{\prime}$ and $h$ are attributed morphisms.


For $\mathcal{E}^{\prime}$ - $\mathcal{M}$ pair factorization, we perform the construction suggested by (H. Ehrig, K. Ehrig, Prange, et al., 2006, Remark 5.26): For morphisms $f_{1}: A_{1} \rightarrow C$ and $f_{2}: A_{2} \rightarrow C$, compute the coproduct injections $\imath_{1}: A_{1} \rightarrow A_{1}+A_{2}$ and $\imath_{2}: A_{2} \rightarrow A_{1}+A_{2}$ componentwise on the node, edge and attribute sets and $\Phi_{A_{1}+A_{2}}=\Phi_{A_{1}} \cup \Phi_{A_{2}}$ (see diagram below). Define $f: A_{1}+A_{2} \rightarrow C$ as $f(x)=\imath_{j}(x)$ for $x \in \imath_{j}$ and compute $K$, $e: A_{1}+A_{2} \rightarrow K$ and $m: K \rightarrow C$ as epi-mono factorization $f=m \circ e$, i.e. $K=f\left(A_{1}+A_{2}\right), \Phi_{K}=\Phi_{C}$ and $m$ an injection. Finally, $\left(e_{1}, e_{2}\right)=\left(e \circ \imath_{1}, e \circ \imath_{2}\right)$.


The attributed graphs are now enhanced with types and inheritance.

## Chapter 7 Application to meta-modeling

Definition 7.7 (attributed type graph with inheritance, ATGI-graph). An attributed type graph with inheritance ATGI $=(T G, Z, I)$ consists of an A-graph $T G$, a final DSIG-algebra $Z$, and a simpl ${ }^{3}$ inheritance graph $I$ with $I_{V}=T G_{V}$. For each node $v \in I_{V}$, the inheritance clan, $\operatorname{clan}_{I}(v)$, is the set of all nodes $v^{\prime} \in I_{V}$ with an outgoing path to $v$ of arbitrary length.
A typed attributed graph (AG, type) over ATGI, short ATGI-graph, consists of an attributed graph $A G=(G, D, \Phi)$ and a clan morphism, type: $A G \rightarrow$ ATGI.
A clan morphism type consists of typing functions type ${ }_{V}: G_{V} \rightarrow T G_{V}$, type $_{D}: G_{D} \rightarrow$ $T G_{D}$ for nodes, type $e_{E}: G_{E} \rightarrow T G_{E}$, type $_{A}: G_{A} \rightarrow T G_{A}$ for edges, and the unique final DSIG-homomorphism type DSIG $: D \rightarrow Z$ such that type $\circ \operatorname{src}_{G E} \preceq \operatorname{src}_{T G E} \circ$ type $_{E}{ }^{4}$ type $_{V} \circ \operatorname{tgt}_{G E} \preceq \operatorname{tgt}_{T G E} \circ$ type $_{E}$, type $_{V} \circ \operatorname{src}_{G A} \preceq \operatorname{src}_{T G A} \circ$ type $_{A}$, type $_{D} \circ t g t_{G A}=$ $t g t_{T G A} \circ$ type $_{A}$ and type $_{\mathrm{DSIG}, s}=$ type $_{D \mid D_{s}}$ for all $s \in S$.


A clan morphism type is injective (an inclusion) if type ${ }_{V}$, type $e_{E}$, and type DSIG are injective (inclusions).
Given two ATGI-graphs $A G_{1}=\left(G_{1}\right.$, type $\left._{1}\right)$ and $A G_{2}=\left(G_{2}\right.$, type $\left._{2}\right)$, an ATGI-morphism $f: A G_{1} \rightarrow A G_{2}$ is an attributed morphism such that type $2 \circ f \preceq t^{2} p_{1}$. An ATGImorphism is called (type-) strict if type ${ }_{2} \circ f=$ type $_{1}$.


Remark. If $I$ is a discrete graph (i.e. has no edges), there is no inheritance, so ATGI is an attributed type graph.

Example 7.2. The typed attributed graph below consists of four nodes with attributes, connected by three edges. It models a Petri net with one place, one transition and an edge from the place to the transition.
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Figure 7.3: A simple attributed graph.

The corresponding type graph is shown in Figure 7.2
Fact 7.2 (properties of typed attributed graphs). ATGI-graphs and ATGI-morphisms form the category AGraphs $_{\text {ATGI }}$. For $\mathcal{M}$ being the class of all type-strict injective morphisms and $\mathcal{E}^{\prime}$ the class of all jointly surjective pairs, the category has pushouts along $\mathcal{M}$-morphisms and $\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization.

Proof. The first statement is straightforward. The other statements follow with the help of Fact 7.1. For an injective morphism $d: K \rightarrow D$ and type-strict injective morphism $r: K \rightarrow R$ with typing-morphisms type $_{K}: K \rightarrow$ ATGI, type $D_{D}: D \rightarrow$ ATGI and type $_{R}: R \rightarrow$ ATGI compute the pushout (1), ignoring typing, in AGraphs as stated in Fact 7.1 and choose the typing-morphism type $_{H}: H \rightarrow$ ATGI as follows: For $y \in H$ with $x \in D$ and $h(x)=y$ let type ${ }_{H}(y)=$ type $_{D}(x)$. Let type ${ }_{H}(y)=$ type $_{R}(z)$ with $z \in R$ and $r^{\prime}(z)=y$ otherwise. Morphisms $h$ and $r^{\prime}$ are valid morphisms in AGraphs ${ }_{\text {ATGI }}$ since for all $x \in K$, type $_{H}(h(d(x)))=$ type $_{D}(d(x)) \preceq$ type $_{K}(x)=$ type $_{R}(r(x))^{5}$ holds. Furthermore, (1) in the diagram below is a pushout in AGraphs ${ }_{\text {ATGI }}$ since for any pair $(f: D \rightarrow G, g: R \rightarrow G)$ of morphisms with common co-domain $G$ and $f \circ d=g \circ r$ there is a morphism $m: H \rightarrow G$ with $m \circ h=f, m \circ r^{\prime}=g$ in AGraphs (since (1) is pushout in AGraphs). Since for all $y \in H$ there exists $x \in D$ with $h(x)=y$ and $\operatorname{type}_{H}(x)=\operatorname{type}_{D}(y) \preceq \operatorname{type}_{G}(f(x))=\operatorname{type}_{G}(m(y))$ or $z \in R$ with $r^{\prime}(z)=y$ and $\operatorname{type}_{R}(z)=\operatorname{type}_{D}(y) \preceq \operatorname{type}_{G}(g(r))=$ type $_{G}(m(x)), m$ is also a morphism in AGraphs ${ }_{\text {ATGI }}$.

$\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization is similar: Let $f_{i}: A_{i} \rightarrow C(i \in\{1,2\})$ with typing type $i_{i}: A_{i} \rightarrow$ ATGI and type ${ }_{C}: C \rightarrow$ ATGI. Compute the $\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization, ignoring typing, in AGraphs as stated in Fact 7.1 and choose the typing-morphism type ${ }_{K}: K \rightarrow$ ATGI such that type ${ }_{K}=$ type $_{C} \circ m$, i.e. type $(x)=$ type $_{C}(m(x))$ for $x \in K$. Morphisms $e_{1}$ and $e_{2}$ respect typing since type $_{K}\left(e_{i}(x)\right)=\operatorname{type}_{C}\left(f_{i}(x)\right) \preceq$ type $_{i}(x)$ for all $x \in A_{i}, i \in\{1,2\}$ (see diagram below).
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## Chapter 7 Application to meta-modeling



## Compact conditions

As explained in the introduction, graph conditions tend to become rather large and cumbersome with deeper nesting. This makes deeply nested graph conditions not only hard to read, but also makes it difficult to use graph conditions in some step-by-step construction which relies in later steps on the existence of some nodes added in earlier steps. To alleviate this, we suggest so-called compact conditions, an abbreviated form of nested conditions. We show that compact conditions are syntactic sugar and can be converted into nested conditions.
In the following, the graphs in consideration are equipped with a name function $n_{G}:$ Names $\rightarrow \mathrm{V}_{G}$ assigning a set of names to nodes in the graph. Moreover, morphisms are extended to these graphs as follows: A morphism $f: G \rightarrow H$ respects names if $n_{H}(a)=f_{\mathrm{V}}\left(n_{G}(a)\right)$ for all names $a$ in $\operatorname{Dom}\left(n_{G}\right)$.

Definition 7.8 (compact conditions). A compact condition on typed attributed graphs is of the form

1. true, or
2. $\exists(C, c)$ where $C$ is a graph and $c$ is a compact condition.
3. Boolean formulas over compact conditions yield compact conditions.
$\exists(C)$ abbreviates $\exists(C$, true $)$.
Example 7.3. $\exists(\bar{u}: T, \exists(\boxed{v: T}, \exists(\overline{u: T} \sqrt[\text { role }]{v: T})))$ is a compact condition, intuitively meaning that there exist two nodes $u$, $v$ of type $T$ and an edge of type role between them.

The semantics of compact conditions is defined by the semantics of conditions. For this purpose, we "complete" compact conditions to conditions. The construction yields an injective nested condition with injective satisfaction.

Construction (From compact conditions to nested conditions). For a graph $P$ and a compact condition $d$, $\operatorname{Uncomp}(P, d)$ denotes the condition over $P$, inductively defined as follows:

$$
\begin{aligned}
& \emptyset \cdots \cdots>\operatorname{Uncomp}(P, \text { true })=\text { true } . \\
& b_{b}^{c} \operatorname{Uncomp}(P, \exists(C, c))=\bigvee_{(a, b) \in \mathcal{F}} \exists\left(P \rightarrow^{a} C^{\prime}, \operatorname{Uncomp}\left(C^{\prime}, c\right)\right) \\
& \stackrel{\downarrow}{\dot{\vdots}} \longrightarrow C^{\prime} \iota^{\text {where } \mathcal{F}}=\{(a, b) \mid(a, b) \text { jointly surjective, } a, b \text { respect names. }\} \text {. } \\
& \operatorname{Uncomp}(P, \neg c)=\neg \operatorname{Uncomp}(P, c) \text {. } \\
& \operatorname{Uncomp}\left(P, c \wedge c^{\prime}\right)=\operatorname{Uncomp}(P, c) \wedge \operatorname{Uncomp}\left(P, c^{\prime}\right) .
\end{aligned}
$$

Remark. The Uncomp and the Shift construction in (H. Ehrig et al., 2014) look very similar. While Shift is based on injective morphisms, Uncomp is restricted to namerespecting morphisms. Uncomp is based on empty morphisms and completes compact conditions $\exists(C, c)$ with empty morphism $\emptyset \rightarrow C$ with respect to a morphism $\emptyset \rightarrow P$ (displayed by dotted lines in the diagram above). Instead of the empty morphisms, we write the codomain of the morphisms.

Example 7.4. The property "There is a node u:T such that for any other node v:T, there is an outgoing edge from $\overline{\mathrm{v}: \mathrm{T}}$ to some other node $\sqrt{\mathrm{w}: \mathrm{T}}$ " can be formulated as a compact condition $c=\exists(\bar{u}: T, \forall(\overline{u: T} \mid \bar{v}: T, \exists(\bar{v}: T \neg \gg \mathrm{w}: T)))$. Using the Uncomp construction yields the nested condition

$$
\begin{aligned}
& \operatorname{Uncomp}(\emptyset, c)= \\
& \exists(\mathrm{u}: \mathrm{T}, \operatorname{Uncomp}(\mathrm{u}: \mathrm{T}, \forall(\mathrm{u}: \mathrm{T}] \mathrm{v}: \mathrm{T}, \exists(\mathrm{v}: \mathrm{T}>\sqrt{\mathrm{w}: \mathrm{T}}))))=
\end{aligned}
$$

with the same meaning.
The semantics of compact conditions can also be defined directly without the Uncomp construction.

Definition 7.9 (alternative semantics of compact conditions). The satisfaction of a compact condition $c$ by a morphism $p: P \rightarrow G$, denoted $p \models_{\mathrm{cmp}} c$, is inductively defined as follows:

$p \models_{\mathrm{cmp}}$ true.
$p \models_{\mathrm{cmp}} \exists(C, c)$ iff there exists some $C^{\prime}$ and morphisms $q: C^{\prime} \rightarrow G, a: P \rightarrow C^{\prime}$ and $b: C \rightarrow C^{\prime}$ such that $(a, b)$ are jointly surjective, $q \circ a=b$ and $q \models_{\mathrm{cmp}} c$.
$p \models_{\mathrm{cmp}} \neg c$ iff not $p \models_{\mathrm{cmp}} c$.
$p \models_{\mathrm{cmp}} c \wedge c^{\prime}$ iff $p \models_{\mathrm{cmp}} c$ and $p \models_{\mathrm{cmp}} c^{\prime}$.
The semantics and the alternative semantics of compact conditions are equal.
Fact 7.3 (equality of the semantics). The semantics according to Definition 7.1 and the alternative semantics according to Definition 7.9 are equal, i.e.,

$$
p \models_{\mathrm{cmp}} c \Longleftrightarrow p \models \operatorname{Uncomp}(\emptyset, c) .
$$

Proof. For $p: P \rightarrow G$, we show the statement by induction over the structure of compact conditions $c$ : For $c=$ true, the fact is trivially true. For $c=\exists\left(C, c^{\prime}\right)$, we have

```
\(p \models \operatorname{Uncomp}\left(P, \exists\left(C, c^{\prime}\right)\right)\)
\(\Leftrightarrow p \models \bigvee_{(a, b) \in \mathcal{F}} \exists\left(a, \operatorname{Uncomp}\left(C^{\prime}, c^{\prime}\right)\right)\)
\(\Leftrightarrow \exists(a, b) \in \mathcal{F} . p \models \exists\left(a, \operatorname{Uncomp}\left(C^{\prime}, c^{\prime}\right)\right)\)
\(\Leftrightarrow \exists(a, b) \in \mathcal{F} . \exists q: C^{\prime} \rightarrow G . q \circ a=p\) and \(q \models_{\mathrm{cmp}} c^{\prime}\)
\(\Leftrightarrow p \models_{\mathrm{cmp}} \exists(C, c)\).
```

The remaining cases are straightforward.
Compact conditions can be further simplified by the following equivalences.
Fact 7.4 (equivalences for compact conditions). Let $C_{1} \oplus_{P} C_{2}$ denote the pushout of $C_{1}$ and $C_{2}$ along $P$ and let $\mathcal{P}$ denote the set of all intersections of $C_{1}$ and $C_{2}$. Two graphs $C_{1}$ and $C_{2}$ are clan-disjoint if the clans of the types of $C_{1}$ and $C_{2}$ are disjoint. $C_{1} \uplus C_{2}$ denotes the disjoint union of $C_{1}$ and $C_{2}$.
(E1)
a) $\exists\left(C_{1}, \exists\left(C_{2}\right)\right) \equiv \bigvee_{P \in \mathcal{P}} \exists\left(C_{1} \oplus_{P} C_{2}\right)$.
b) $\exists\left(C_{1}, \exists\left(C_{2}\right)\right) \equiv \exists\left(C_{1} \uplus C_{2}\right)$ if $C_{1}$ and $C_{2}$ are clan-disjoint.
c) $\exists\left(C_{1}, \exists\left(C_{2}\right)\right) \equiv \exists\left(C_{2}\right)$ if $C_{1} \subseteq C_{2}$ and $\equiv \exists\left(C_{1}\right)$ if $C_{2} \subseteq C_{1}$.
(E2) a) $\exists\left(C_{1}, \exists\left(C_{2}\right) \wedge \exists\left(C_{3}\right)\right) \equiv \exists\left(C_{1}, \bigvee_{P \in \mathcal{P}} \exists\left(C_{2} \oplus_{P} C_{3}\right)\right)$, if for all node names occurring in both $C_{2}$ and $C_{3}$, a node with that name already exists in $C_{1}$.
b) $\exists\left(C_{1}\right) \wedge \exists\left(C_{2}\right) \equiv \exists\left(C_{1}+C_{2}\right)$ if $C_{1}$ and $C_{2}$ are clan-disjoint and have disjoint sets of node names.
(E3) $\exists(\boxed{\mathrm{u}: \mathrm{T}}, \exists(C) \wedge \exists(\boxed{\mathrm{u}=\mathrm{v}: \mathrm{T}})) \equiv \exists(\boxed{\mathrm{u}: \mathrm{T}}, \exists(C[u=v]))$ provided that either u or v does not exist in $C$ and $C[\mathrm{u}=\mathrm{v}]$ is the graph obtained from $C$ by renaming u by $\mathrm{u}=\mathrm{v}$.

Proof. The proof of the equivalences makes use of the Pullback-Pushout-Lemma in (H. Ehrig and Kreowski, 1979): The pushout of the pullback of a pair $\left(b_{1}, b_{2}\right) \in \mathcal{F}$ leads to the pushout $C_{1} \oplus_{P} C_{2}$ of $C_{1}$ and $C_{2}$ along the pullback $P$. In the following, $\mathcal{P}$ denotes the set of pairs $\left(a_{1}, a_{2}\right)$ induced by the pairs $\left(b_{1}, b_{2}\right) \in \mathcal{F}$. Let $p: P_{0} \rightarrow G$.

(E1) (a) follows with the help of the definition of Uncomp:

$$
\begin{aligned}
& \exists\left(C_{1}, \exists\left(C_{2}\right)\right) \\
\equiv & \operatorname{Uncomp}\left(P_{0}, \exists\left(C_{1}, \exists\left(C_{2}\right)\right)\right) \\
\equiv & \bigvee_{(a, b) \in \mathcal{F}} \exists\left(a, \operatorname{Uncomp}\left(C_{1}^{\prime}, \exists\left(C_{2}, \text { true }\right)\right)\right) \\
\equiv & \bigvee_{(a, b) \in \mathcal{F}} \exists\left(a, \bigvee_{\left(a^{\prime}, b^{\prime}\right) \in \mathcal{F}^{\prime}} \exists\left(a^{\prime}, \operatorname{Uncomp}\left(C^{\prime}, \text { true }\right)\right)\right) \\
\equiv & \bigvee_{(a, b) \in \mathcal{F}} \exists\left(a, \bigvee_{\left(a^{\prime}, b^{\prime}\right) \in \mathcal{F}^{\prime}} \exists\left(a^{\prime}, \text { true }\right)\right) \\
\equiv & \bigvee_{(a, b) \in \mathcal{F}} \bigvee_{\left(a^{\prime}, b^{\prime}\right) \in \mathcal{F}^{\prime}} \exists\left(a^{\prime} \circ a\right) \\
\equiv & \bigvee_{(a, b) \in \mathcal{F}} \operatorname{Uncomp}\left(C_{1}^{\prime}, \bigvee_{P \in \mathcal{P}} \exists\left(C_{1} \oplus_{P} C_{2}\right)\right) \\
\equiv & \operatorname{Uncomp}\left(P_{0}, \bigvee_{P \in \mathcal{P}} \exists\left(C_{1} \oplus_{P} C_{2}\right)\right) \\
\equiv & \bigvee_{P \in \mathcal{P}} \exists\left(C_{1} \oplus_{P} C_{2}\right) .
\end{aligned}
$$

where $\mathcal{F}=\{(a, b)\}, \mathcal{F}^{\prime}$ is the set of pairs $a^{\prime}: C_{1} \rightarrow C$, and $b^{\prime}: C_{2} \rightarrow C$ such that $\left(a^{\prime}, b^{\prime}\right)$ is jointly surjective and $a^{\prime}, b^{\prime}$ are injective, $P$ is the pullback of ( $a^{\prime}, b^{\prime}$ ), and $C$ is the pushout of $C_{1}$ and $C_{2}$ along $P . \tilde{P}$ is the common part of $C_{1}$ and $C_{2}$, i.e. every pair of injective and jointly surjective morphisms $\left(a_{1}, b_{1}\right)$ such that (1) extended to $\tilde{P}$ commutes. Given the morphisms $\left(a^{\prime}, b^{\prime}\right)$, some $C$ exists due to $\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization.

(b) If $C_{1}$ and $C_{2}$ are clan-disjoint, then $\exists\left(C_{1}, \exists\left(C_{2}\right)\right) \equiv \bigvee_{P \in \mathcal{P}} \exists\left(C_{1} \oplus_{P} C_{2}\right) \equiv \exists\left(C_{1}+C_{2}\right)$ because $\mathcal{F}$ consists of the pair $C_{1} \rightarrow C_{1}+C_{2} \leftarrow C_{2}, \mathcal{P}$ of the pair $C_{1} \leftarrow \emptyset \rightarrow C_{2}$ and $C_{1} \oplus_{\emptyset} C_{2}=C_{1}+C_{2}$.
(c) If $C_{1} \subseteq C_{2}$, then $C_{1}$ is the pullback of $C_{1}$ and $C_{2}$ and $C_{2}$ is the pushout of $C_{1}$ and $C_{2}$ along $C_{1}$. If $C_{2} \subseteq C_{1}$, then $C_{2}$ is the pullback of $C_{1}$ and $C_{2}$ and $C_{1}$ is the pushout of $C_{1}$ and $C_{2}$ along $C_{2}$. Thus, $\exists\left(C_{1}, \exists\left(C_{2}\right)\right) \equiv \bigvee_{P \in \mathcal{P}} \exists\left(C_{1} \oplus_{P} C_{2}\right) \equiv \exists\left(C_{2}\right)$ if $C_{1} \subseteq C_{2}$ and $\equiv \exists\left(C_{1}\right)$ if $C_{2} \subseteq C_{1}$.
(E2) follow from the definition of Uncomp and $\vDash$. We show both directions separately. For " $\Rightarrow$ " consider the commutative diagram below.


Assume $p \underset{\sim}{\models} \exists\left(C_{1}, \exists\left(C_{2}\right) \wedge \exists\left(C_{3}\right)\right)$. By the definition of Uncomp, some $C_{1}^{\prime}, C_{2}^{\prime}$ and $C_{3}^{\prime}$ exist. Let $\tilde{P}$ be the common part of $\left(C_{2}, C_{3}\right)$, i.e. in every co-span $C_{2} \rightarrow C \leftarrow C_{3}$ of injective and jointly surjective morphisms such that (1) extended by $\tilde{P}$ commutes, the morphisms are name-respecting. Because all node names that are common in $C_{2}$ and $C_{3}$ are also contained in $C_{1}, C_{1}^{\prime}$ is the common part of $C_{2}^{\prime}$ and $C_{3}^{\prime}$. By $\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization (consider (1)), some $C^{\prime}$ exists with $C^{\prime} \rightarrow G$ injective. By $\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization again
(consider (2) extended by $\tilde{P}$ ), some $C$ exists with $C \rightarrow C^{\prime}$ name-respecting. By definition of Uncomp, $p \models \exists\left(C_{1}, \bigvee_{P \in \mathcal{P}} \exists\left(C_{2} \oplus_{P} C_{3}\right)\right)$.
For the proof's other direction consider the commutative diagram


By definition of Uncomp, some $P \in \mathcal{P}, C, C^{\prime}$ and $C_{1}^{\prime}$ with $C^{\prime} \rightarrow G$ exist. Let $P_{2}$ and $P_{3}$ be the common part of $C_{1}^{\prime}$ and $C_{2}, C_{3}$ respectively. By $\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization, $C_{2}^{\prime}$ and $C_{3}^{\prime}$ also exist and with the definition of $\models, p \models \exists\left(C_{1}, \exists\left(C_{2}\right) \wedge \exists\left(C_{3}\right)\right)$.
In the case of clan-disjointness of $C_{1}$ and $C_{2}, \exists\left(C_{1}\right) \wedge \exists\left(C_{2}\right) \equiv \exists\left(\emptyset, \exists\left(C_{1} \wedge \exists\left(C_{2}\right)\right)\right) \equiv$ $\exists\left(\emptyset, \bigvee_{P \in \mathcal{P}} \exists\left(C_{1} \oplus_{P} C_{2}\right)\right) \equiv \exists\left(\emptyset, \exists\left(C_{1}+C_{2}\right)\right) \equiv \exists\left(C_{1}+C_{2}\right)$ because $\mathcal{F}$ consists of the pair $C_{1} \rightarrow C_{1}+C_{2} \leftarrow C_{2}$, $\mathcal{P}$ of the pair $C_{1} \leftarrow \emptyset \rightarrow C_{2}$, and $C_{1} \oplus_{\emptyset} C_{2}=C_{1}+C_{2}$.
(E3) is a special case of (E2)(a) since $\left.C[u=v]^{6}\right]=C \oplus_{P} \overline{u=v}$.

### 7.3 Translating Essential OCL to graph conditions

This chapter of the thesis gives the translation $t r$ from Essential OCL constraints to graph constraints. Note that the translation does not support all of Essential OCL. A thorough overview of the limitations will be given in Chapter 7.4. The translation itself is quite large, since it has to be defined for the many different OCL operators. Before heading right into the translation, an explanation should help to understand the overall idea.
The goal of this chapter is the following theorem, stating that for any OCL invariant that holds for a system state, the corresponding graph constraint is fulfilled by the corresponding graph.

## Theorem 7.1 (Correct Translation of Essential OCL invariants).

Given an object model $M$ and its corresponding attributed type graph, for all Essential OCL invariants inv and all environments $(\mathcal{S}, \beta)$,

$$
I \llbracket \operatorname{inv} \rrbracket(\mathcal{S}, \beta)=\text { true iff } G=\operatorname{corr}_{\text {State }}(\mathcal{S}) \models \operatorname{tr}_{I}(\mathrm{inv}) .
$$

Note that $\beta$ only occurs on the left-hand side; since inv does not contain free variables, $\operatorname{Dom}(\beta)=\emptyset$, and the environment $\beta$ is irrelevant.

[^18]- The translation proceeds along the abstract syntax tree of the OCL constraint. For example, given a->union(b)->notEmpty(), we first translate notEmpty, followed by union and then its arguments a and b .
- The set operations are translated with the characteristic function in mind, e.g., the characteristic function of a->union(b) is the disjunction of the characteristic functions of a and $\mathrm{b}: v \in A \cup B$ iff $v \in A \vee v \in B$; node $v$ here serves as a representative of the set. Navigation expressions, which yield a single object, are treated like single-element sets.
- When translating an OCL operation which yields a set of objects (translation $t r_{S}$ ), we pass a single node as an extra parameter serving as representative of the set: $\operatorname{tr}_{S}(\mathrm{a}->$ union $(\mathrm{b}), \sqrt{\mathrm{v}: \mathrm{T}}):=\operatorname{tr}_{S}(\mathrm{a}, \sqrt{\mathrm{v}: \mathrm{T}}) \vee \operatorname{tr}_{S}(\mathrm{~b}, \sqrt{\mathrm{v}: \mathrm{T}})$.

As an introductory example, regard OCL expressions of the form a->exists (v:T | b) as part of an invariant. We start at the outermost part, that is exists(v:T | b). This is translated in a first step to $\exists\left(\sqrt{\mathrm{V}: \mathrm{T}}, \operatorname{tr}_{E}(\mathrm{~b})\right)$, where $\operatorname{tr}_{E}$ denotes the translation of a Boolean expression and depends solely on b . Now we have to formalize that $\mathrm{v}: \mathrm{T}$ comes from the set described by a. This is done by giving a predicate $\operatorname{tr}_{S}(\mathrm{a}, \mathrm{v}: \mathrm{T})$ that describes the set precisely. Because we need the predicate over $\mathrm{v}: \mathrm{T}$, we pass $\mathrm{v}: \mathrm{T}$ as a parameter to $t r_{S}$. So the translation of the whole expression a->exists(v:T | b) becomes $\exists\left(\sqrt[\mathrm{v}: \mathrm{T}]{ }, \operatorname{tr}_{E}(\mathrm{~b}) \wedge \operatorname{tr}_{S}(\mathrm{a}, \mathrm{v}: \mathrm{T})\right)$, because $\mathrm{v}: \mathrm{T}$ has to fulfill both $\operatorname{tr}_{E}(\mathrm{~b})$ and $\operatorname{tr}_{S}(\mathrm{v}: \mathrm{T}, \mathrm{a})$.

Definition 7.10 (constraint translation). Let DSIG be a data signature and $M=$ ( $C L S, A C L S, E N U M$, attr, assoc, $\prec$ ) be an object model over DSIG. Let t : Expr $\rightarrow T$ be a typing function which returns the type of an OCL expression.
The translation functions

- $t r_{I}$ for the translation of invariants,
- $\operatorname{tr}_{E}$ for OCL expressions yielding Bool,
- $t r_{N}$ for navigation expressions yielding a single object, and
- $\operatorname{tr}_{S}$ for set expressions yielding a set of objects
are defined as follows:
Let expr, expr 1 and expr2 be OCL expressions, $\mathrm{u}, \mathrm{v}, \mathrm{v}^{\prime}$ names of nodes (i.e. variables), $\mathrm{T}=\mathrm{t}(\mathrm{v})$ denote the type of v and likewise $\mathrm{T}^{\prime}=\mathrm{t}\left(\mathrm{v}^{\prime}\right)$, attr1 and attr2 be attribute names, op $\in\{<,>, \leq, \geq,=,<>\}$ a comparison operator, and role be a role of a class. Then

1. a) $\operatorname{tr}_{I}\left(\right.$ context $C$ inv: expr) $:=\forall\left(\right.$ self:C, $\left.\operatorname{tr}_{E}(\operatorname{expr})\right)$
b) $\operatorname{tr}_{I}($ context var:C inv: expr $):=\forall\left(\right.$ var:C,$\left.t r_{E}(\operatorname{expr})\right)$
2. a) $\operatorname{tr}_{E}($ true $):=$ true
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b) $\operatorname{tr}_{E}($ not $\operatorname{expr}):=\neg t r_{E}($ expr $)$
c) $\operatorname{tr}_{E}(\operatorname{expr} 1$ and $\operatorname{expr} 2):=\operatorname{tr}_{E}(\operatorname{expr} 1) \wedge \operatorname{tr}_{E}(\operatorname{expr} 2)$
d) $\operatorname{tr}_{E}(\operatorname{expr} 1$ or $\operatorname{expr} 2):=\operatorname{tr}_{E}(\operatorname{expr} 1) \vee \operatorname{tr}_{E}(\operatorname{expr} 2)$
e) $\operatorname{tr}_{E}(\operatorname{expr} 1$ implies $\operatorname{expr} 2):=\neg \operatorname{tr}_{E}(\operatorname{expr} 1) \vee \operatorname{tr}_{E}(\operatorname{expr} 2)$
f) $t r_{E}($ if cond then expr1 else expr2) $:=$ $\left(\left(t r_{E}(\right.\right.$ cond $\left.) \wedge t r_{E}(\operatorname{expr} 1)\right) \vee\left(\neg t r_{E}(\right.$ cond $\left.\left.) \wedge t r_{E}(\operatorname{expr} 2)\right)\right)$
3. a) $\operatorname{tr}_{E}(\operatorname{expr} 1->\operatorname{exists}(\mathrm{v}: \mathrm{T} \mid \operatorname{expr} 2)):=$
$\exists\left(\overline{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr} 1, \overline{\mathrm{v}: \mathrm{T}}) \wedge \operatorname{tr}_{E}(\operatorname{expr} 2)\right)$
b) $\operatorname{tr}_{E}(\operatorname{expr} 1->$ forall $(\mathrm{v}: \mathrm{T} \mid \operatorname{expr} 2)):=$

$$
\forall\left(\left(\mathrm{v}: \mathrm{T}, \operatorname{tr}_{S}(\operatorname{expr} 1, \overline{\mathrm{v}: \mathrm{T}}) \Rightarrow \operatorname{tr}_{E}(\operatorname{expr} 2)\right)\right]^{7}
$$

4. a) $\operatorname{tr}_{E}(\operatorname{expr} 1->$ includesAll $(\operatorname{expr} 2)):=$

$$
\forall\left(\sqrt{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr} 2, \sqrt[\mathrm{v}: \mathrm{T}]{ }) \Rightarrow \operatorname{tr}_{S}(\operatorname{expr} 1, \mid \overline{\mathrm{v}: \mathrm{T}})\right)
$$

b) $\operatorname{tr}_{E}(\operatorname{expr} 1->\operatorname{excludesAll}(\operatorname{expr} 2)):=$

$$
\forall\left(\sqrt[\mathrm{v}: \mathrm{T}]{\mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr} 2, \sqrt[\mathrm{v}: \mathrm{T}]{ }) \Rightarrow \neg \operatorname{tr}_{S}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T})\right)
$$

where $\mathrm{t}(\operatorname{expr} 1)=\mathrm{t}(\operatorname{expr} 2)=\operatorname{Set}(\mathrm{T})$.
5. $\operatorname{tr}_{E}(\operatorname{expr}->\operatorname{notEmpty}()):=\exists\left(\sqrt{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr}, \sqrt{\mathrm{v}: \mathrm{T}})\right)$
6. $\operatorname{tr}_{E}(\operatorname{expr}->\operatorname{size}()>=n):=\exists\left(\sqrt[\mathrm{v}_{1}: T]{ } \cdots \widehat{\mathrm{v}_{n}}: \mathrm{T}, \bigwedge_{i=1}^{n} \operatorname{tr}_{S}(\operatorname{expr}, \sqrt[\mathrm{v}_{i}: \mathrm{T}]{ })\right)$ where $n$ is an integer constant $\geq 0, \mathrm{t}(\operatorname{expr})=\operatorname{Set}(\mathrm{T})$ and $\mathrm{v}_{1}, \ldots, \mathrm{v}_{n}$ are fresh variables of type T.
7. a) $\operatorname{tr}_{E}(\operatorname{expr} 1=\operatorname{expr} 2):=\exists\left(\sqrt{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{N}(\operatorname{expr} 1, \sqrt{\mathrm{v}: \mathrm{T}}) \wedge \operatorname{tr}_{N}(\operatorname{expr} 2, \sqrt[\mathrm{v}: \mathrm{T}]{ })\right)$ if $\mathrm{t}(\operatorname{expr} 1)=\mathrm{t}(\operatorname{expr} 2)=\mathrm{T}$ for some class T ,
b) $\operatorname{tr}_{E}(\operatorname{expr} 1=\operatorname{expr} 2):=\forall\left(\overline{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr} 1, \overline{\mathrm{v}: \mathrm{T}}) \Leftrightarrow \operatorname{tr}_{S}(\operatorname{expr} 2, \sqrt{\mathrm{v}: \mathrm{T}})\right)$ if $\mathrm{t}(\operatorname{expr} 1)=\mathrm{t}(\operatorname{expr} 2)=\operatorname{Set}(\mathrm{T})$ for some class T .
8. $\operatorname{tr}_{E}($ expr.attr1 op con $):=\exists\left(\overline{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{N}(\operatorname{expr}, \sqrt[\mathrm{v}: \mathrm{T}]{ }) \wedge \exists\left(\frac{\mathrm{v}: \mathrm{T}}{\operatorname{attr} 1 \mathrm{op} \operatorname{con}}\right)\right)$ where con is a constant and $\mathrm{t}(\operatorname{expr})=\mathrm{T}$ for some class T .
9. $\operatorname{tr}_{E}(\operatorname{expr} 1 . a t t r 1$ op expr2.attr2) $:=$


[^19]where $\mathrm{t}(\operatorname{expr} 1)=\mathrm{T}, \mathrm{t}(\operatorname{expr} 2)=\mathrm{T}^{\prime}, \mathrm{t}(\mathrm{x})=\mathrm{t}(\operatorname{attr} 1)=\mathrm{t}(\operatorname{attr} 2)$ and $\mathrm{x}, \mathrm{v}$ and $\mathrm{v}^{\prime}$ are fresh variables.
10. a) $\operatorname{tr}_{E}(\operatorname{expr}$. oclIsKindOf $(T)):=\exists\left(\sqrt{\mathrm{v}: \mathrm{T}^{\prime}} \hookrightarrow \boxed{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{N}\left(\operatorname{expr},{\mathrm{v}: \mathrm{T}^{\prime}}^{\prime}\right)\right)$
b) $\operatorname{tr}_{E}($ expr.oclIsTypeOf(T)) $:=$
$$
\exists\left(\mathrm{v}: \mathrm{T}^{\prime} \hookrightarrow \mathrm{v}: \mathrm{T}, \bigwedge_{\mathrm{T}^{\prime \prime} \in \xi} \neg \exists\left(\mathrm{v}: \mathrm{T} \hookrightarrow \mathrm{v}: \mathrm{T}^{\prime \prime}\right) \wedge \operatorname{tr}_{N}(\operatorname{expr}, \overline{\mathrm{v}: \mathrm{T}})\right)
$$
where $\mathrm{T}^{\prime}=\mathrm{t}($ expr $), \mathrm{T} \in \operatorname{clan}\left(\mathrm{T}^{\prime}\right)$ and $\xi=\operatorname{clan}(\mathrm{T})-\{\mathrm{T}\}$.
11. $\operatorname{tr}_{N}(\operatorname{expr} . o c l A s T y p e(T), \overline{\mathrm{v}: \mathrm{T}}):=\exists\left(\mathrm{v}: \mathrm{T} \hookrightarrow \mathrm{v}: \mathrm{T}, \operatorname{tr}_{N}(\operatorname{expr}, \mathrm{v}: \mathrm{T} \cdot)\right)$
where $\mathrm{T}^{\prime}=\mathrm{t}(\mathrm{expr})$ and $\mathrm{T} \in \operatorname{clan}\left(\mathrm{T}^{\prime}\right)$
12. a) $\operatorname{tr}_{N}\left(\mathrm{v}, \mathrm{v}^{\prime}: \mathrm{T}\right):=\exists\left(\mathrm{v}=\mathrm{v}^{\prime}: \mathrm{T}\right)$ if v is a variable,
b) If role has a multiplicity of $1, \operatorname{tr}_{N}($ expr.role, $v: T):=$ $\exists\left(\sqrt[v^{\prime}: T]{ } \rightarrow\right.$ role $\left., ~ \sqrt[v]{v}, \operatorname{tr}_{N}\left(\operatorname{expr}, \mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right)\right)$ if $\mathrm{T}^{\prime} \notin \operatorname{clan}(\mathrm{T})$ and

c) If role has a multiplicity $>1, \operatorname{tr}_{S}$ (expr.role, $\left.\mathrm{v}: \mathrm{T}\right):=$ $\exists\left(\mathrm{v}^{\prime}: \mathrm{T}^{\prime} \xrightarrow{\text { role }}, \sqrt[\mathrm{v}: \mathrm{T}]{ }, \operatorname{tr}_{N}\left(\operatorname{expr}, \mathrm{v}^{\prime}: \mathrm{T}^{\top}\right)\right)$ if $\mathrm{T}^{\prime} \notin \operatorname{clan}(\mathrm{T})$ and $\exists\left(\mathrm{v}^{\prime}: \mathrm{T}^{\prime} \xrightarrow{\text { role }}, \mathrm{v}: \mathrm{T}, \operatorname{tr}_{N}\left(\operatorname{expr}, \mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right)\right) \vee \exists\left(\mathrm{v}: \mathrm{T} \longmapsto^{\text {role }}, \operatorname{tr}_{N}(\operatorname{expr}, \mathrm{v}: T)\right)$ else, where $v^{\prime}$ is a fresh variable and $\mathrm{t}(\operatorname{expr})=\mathrm{T}^{\prime} 9$.
13. a) $\operatorname{tr}_{S}\left(\operatorname{expr} 1->\operatorname{select}(\mathrm{v}: \mathrm{T} \mid \operatorname{expr} 2), \mathrm{v}^{\prime}: \mathrm{T}\right):=$ $\operatorname{tr}_{S}\left(\operatorname{expr} 1, \mathrm{v}^{\prime}: \mathrm{T}\right) \wedge t r_{E}(\operatorname{expr} 2)\left\{\mathrm{v} / \mathrm{v}^{\prime}\right\}^{10}$
b) $\operatorname{tr}_{S}\left(\operatorname{expr} 1->\right.$ reject $\left.(\mathrm{v}: \mathrm{T} \mid \operatorname{expr} 2), \mathrm{v}^{\prime}: \mathrm{T}\right):=$ $\operatorname{tr}_{S}\left(\operatorname{expr} 1, \mathrm{v}^{\prime}: \mathrm{T}\right) \wedge \neg \operatorname{tr}_{E}(\operatorname{expr} 2)\left\{\mathrm{v} / \mathrm{v}^{\prime}\right\}$
where $\operatorname{expr} 2\left\{\mathrm{v} / \mathrm{v}^{\prime}\right\}$ means replacing v in expr2 with $\mathrm{v}^{\prime}$.
14. a) $\operatorname{tr}_{S}\left(\operatorname{expr} 1->\operatorname{collect}(\mathrm{v}: \mathrm{T} \mid \operatorname{expr} 2), \mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right):=$
$\exists\left(\overline{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T}) \wedge t r_{S}\left(\operatorname{expr} 2, \mathrm{v}^{\prime}: \mathrm{T} '\right)\right)$ if expr2 yields a set, and
b) $\operatorname{tr}_{S}\left(\operatorname{expr} 1->\operatorname{collect}(\mathrm{v}: \mathrm{T} \mid \operatorname{expr} 2), \mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right):=$
$\left.\exists\left(\overline{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr} 1, \boxed{\mathrm{v}: \mathrm{T}}) \wedge \operatorname{tr} r_{N}\left(\operatorname{expr} 2, \mathrm{v}^{\prime}: \mathrm{T}\right]\right)\right)$ if expr2 yields an object. ${ }^{11}$
15. a) $\operatorname{tr}_{S}(\operatorname{expr} 1->$ union $(\operatorname{expr} 2), \mathrm{v}: \mathrm{T}):=\operatorname{tr}_{S}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T}) \vee \operatorname{tr}_{S}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})$
b) $\operatorname{tr}_{S}(\operatorname{expr1->}$ intersect $\left.(\operatorname{expr} 2), \mathrm{v}: \mathrm{T}):=\operatorname{tr}_{S}(\operatorname{expr} 1, \sqrt[\mathrm{v}: \mathrm{T})]{ }\right) \wedge \operatorname{tr}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})$
c) $\operatorname{tr}_{S}(\operatorname{expr} 1-\operatorname{expr} 2, \overline{\mathrm{v}: \mathrm{T}}):=\operatorname{tr}_{S}(\operatorname{expr} 1, \overline{\mathrm{v}: \mathrm{T}}) \wedge \neg \operatorname{tr}_{S}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})$

[^20]d) $\operatorname{tr}_{S}($ expr1->symmetricDifference(expr2), v:T) $:=$ $t r_{S}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T}) \vee \operatorname{tr}_{S}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T}){ }^{12}$
16. $\operatorname{tr}_{S}(\mathrm{~T} . \mathrm{allInstances}(), \overline{\mathrm{v}: \mathrm{T}}):=\exists(\sqrt{\mathrm{v}: \mathrm{T}}){ }^{13}$
17. $\operatorname{tr}_{S}(\operatorname{Set}\{\operatorname{expr} 1, \ldots, \operatorname{exprN}\}, \mathrm{v}: \mathrm{T}):=$ $\operatorname{tr}_{N}(\operatorname{expr} 1, \boxed{\mathrm{v}: \mathrm{T}}) \vee \cdots \vee \operatorname{tr}_{N}(\operatorname{expr} \mathrm{~N}, \mathrm{v}: \mathrm{T})$
where expr1,..., exprN are OCL expressions of type T.
This concludes the transformation.

Further translations of Essential OCL constraints can be derived from equivalences of OCL expressions. Most of these equivalences follow from basic set theory and logic axioms. See also (Richters, 2002, Tables 4.4 and 4.5 and page 73).

## Definition 7.11 (further constraint translation).

1. $\operatorname{tr}_{E}(\operatorname{expr} 1->$ includes $(\operatorname{expr} 2)):=\operatorname{tr}_{E}(\operatorname{expr} 1->$ includesAll $(\operatorname{Set}\{\operatorname{expr} 2\}))$
$\operatorname{tr}_{E}(\operatorname{expr} 1->\operatorname{excludes}(\operatorname{expr} 2)):=\operatorname{tr}_{E}(\operatorname{expr} 1->\operatorname{excludesAll}(\operatorname{Set}\{\operatorname{expr} 2\}))$
2. $\operatorname{tr}_{S}(\operatorname{expr} 1->$ including $(\operatorname{expr} 2), \sqrt{\mathrm{v}: \mathrm{T}}):=\operatorname{tr}_{S}(\operatorname{expr} 1->$ union $(\operatorname{Set}\{\operatorname{expr} 2\}), \mathrm{v}: \mathrm{T})$ $\operatorname{tr}_{S}\left(\operatorname{expr} 1->e x c l u d i n g(\operatorname{expr} 2), \widehat{\mathrm{v}: \mathrm{T})}:=\operatorname{tr}_{S}(\operatorname{expr} 1-\operatorname{Set}\{\operatorname{expr} 2\}, \mathrm{v}: \mathrm{T})\right.$
3. $\operatorname{tr}_{E}(\operatorname{expr} 1<>\operatorname{expr} 2):=\operatorname{tr}_{E}($ not $\operatorname{expr} 1=\operatorname{expr} 2)$
4. $\operatorname{tr}_{E}(\operatorname{expr} 1->$ isEmpty ()$):=\operatorname{tr}_{E}($ not $\operatorname{expr} 1->\operatorname{notEmpty}())$
5. $\operatorname{tr}_{E}(\operatorname{expr}->\operatorname{size}()>\mathrm{n}):=\operatorname{tr}_{E}(\operatorname{expr}->\operatorname{size}()>=\mathrm{n}+1)$ $\operatorname{tr}_{E}(\operatorname{expr}->\operatorname{size}()=\mathrm{n}):=$
$\operatorname{tr}_{E}(\operatorname{expr}->\operatorname{size}()>=\mathrm{n}$ and not $\operatorname{expr}->\operatorname{size}()>=\mathrm{n}+1)$
$\operatorname{tr}_{E}(\operatorname{expr}->\operatorname{size}()<=\mathrm{n}):=\operatorname{tr}_{E}($ not $\operatorname{expr}->\operatorname{size}()>\mathrm{n})$
$\operatorname{tr}_{E}(\operatorname{expr}->\operatorname{size}()<\mathrm{n}):=\operatorname{tr}_{E}($ not $\operatorname{expr}->\operatorname{size}()>=\mathrm{n})$
$\operatorname{tr}_{E}(\operatorname{expr}->\operatorname{size}()<>\mathrm{n}):=\operatorname{tr}_{E}($ not $\operatorname{expr}->\operatorname{size}()=\mathrm{n})$
6. $\operatorname{tr}_{N}(\operatorname{expr} 1->\operatorname{any}(\mathrm{v} \mid \operatorname{expr} 2), \sqrt{\mathrm{v}: \mathrm{T}}):=\operatorname{tr}_{S}(\operatorname{expr} 1->\operatorname{select}(\mathrm{v} \mid \operatorname{expr} 2), \sqrt{\mathrm{v}: \mathrm{T}}){ }^{14}$ $\operatorname{tr}_{E}(\operatorname{expr} 1->$ one $(\mathrm{v} \mid \operatorname{expr} 2)):=\operatorname{tr}_{E}(\operatorname{expr} 1->\operatorname{select}(\mathrm{v} \mid \operatorname{expr} 2)->\operatorname{size}()=1)$
7. $\operatorname{tr}\left(\right.$ let $\mathrm{v}=\mathrm{e}$ in $\left.\mathrm{e}^{\prime}\right):=\operatorname{tr}\left(\mathrm{e}^{\prime}[\mathrm{v} / \mathrm{e}]\right)$
where expr, expr1 and expr2 are OCL expressions and n is an integer constant.
Example 7.5. In the following example, an index above the $=$ sign refers to the translation rule used; an index at the equivalence sign $\equiv$ refers to the used equivalence rule of Proposition 7.4 .
[^21]```
tri
    self.place->select(p:Place|p.token->notEmpty())->notEmpty())=10
\forallself:PN, tr (self.place->select(p:Place|p.token->notEmpty())->notEmpty())) =5
\forallself:PN},\exists(\mathrm{ p:Pl , tr (self.place->select (p:Placelp.token->notEmpty()), p:Pl})))=1
|self:PN},\exists(\overline{\textrm{p}:\textrm{Pl}},\mp@subsup{\operatorname{tr}}{S}{}(\mathrm{ self.place, p:Pl})\wedget\mp@subsup{r}{E}{}(\mathrm{ p.token->notEmpty () )) ) =5
\forall(self:PN},\exists(\overline{\textrm{p}:\textrm{Pl}},\mp@subsup{\operatorname{tr}}{S}{}(\mathrm{ self.place, p:Pl})\wedge\exists(\widehat{\textrm{t}:\textrm{Tk}},\mp@subsup{\operatorname{tr}}{S}{}(\textrm{p}.\mathrm{ token, t:Tk}))))=1
```



```
\forall(self:PN, }\exists(\mathrm{ self:PN }\stackrel{\mathrm{ place, p:Pl}}{\mathrm{ p/oken}
```

To show the correctness of our translation, we also need to establish a correspondence relation between system states and typed attributed graphs.

Definition 7.12 (state correspondence). Let DSIG be a data signature and $M=$ ( $C L S, A C L S, E N U M$, attr, assoc, $\prec$ ) be an object model over DSIG.
Let ATGI $=(T G, Z, I n h)$ be an attributed type graph with inheritance and $I(s)=D_{s}$ for all sorts $s \in S^{\prime}=S \cup E N U M$. Given a system state $\mathcal{S}(M)=\left(\mathcal{S}_{C l s}, \mathcal{S}_{A t t}, \mathcal{S}_{\text {Assoc }}\right)$, it corresponds to an attributed graph $A G=(G$, type $)$ with $G=\left(G_{V}, G_{D}, G_{E}, G_{A}, s r c_{G}\right.$, $\left.t g t_{G}, s r c_{A}, t g t_{A}\right)$ typed over ATGI by clan morphism type if there is a state correspondence relation from $\operatorname{corr}_{\text {State }}=\left(c_{C l s}, c_{A t t}, c_{A s s o c}\right)$ defined by the following bijective mappings

- $c_{C l s}: \mathcal{S}_{C l s} \rightarrow G_{V}$ such that $T G_{V}=C L A S S$ and type $G_{V}\left(c_{C l s}(o)\right)=c$ for $o \in \mathcal{S}_{C l s}(c)$ and for all $c_{1}, c_{2} \in C L S, c_{1} \prec c_{2}$ iff there is an edge from $c_{1}$ to $c_{2}$ in Inh.
- $c_{A t t}: \mathcal{S}_{A t t} \rightarrow G_{A}$ such that for every class $c$, object $o \in \mathcal{S}_{C l s}(c)$ and attribute $a \in \operatorname{Dom}\left(\mathcal{S}_{A t t}\right)$ of a class in $\operatorname{clan}(c), \operatorname{src}_{A}\left(c_{A t t}(a)\right)=c_{C l s}(o)$ and $t g t_{A}\left(c_{A t t}(a)\right)=$ $\mathcal{S}_{\text {Att }}(a)$.
- $c_{\text {Assoc }}: \mathcal{S}_{A s s o c} \rightarrow G_{E}$ such that for every association $A=\left(C_{s}, C_{t}\right)$ and every pair of objects $a=\left(o_{s}, o_{t}\right) \in \mathcal{S}_{A s s o c}(A), \operatorname{src}_{G}\left(c_{A s s o c}(a)\right)=c_{C l s}\left(o_{s}\right), \operatorname{tgt}_{G}\left(c_{A s s o c}(a)\right)=$ $c_{C l s}\left(o_{t}\right)$ and $\operatorname{type}_{G_{E}}\left(c_{A s s o c}\left(\mathcal{S}_{\text {Assoc }}(A)\right)\right)=$ name for $\operatorname{assoc}(A)=($ name, min, max $)$.

We can now prove Theorem 7.1 For a given model $M$, OCL invariant inv and environment $(\mathcal{S}, \beta)$,

$$
I \llbracket \operatorname{inv} \rrbracket(\mathcal{S}, \beta)=\text { true iff } G=\operatorname{corr}_{\text {State }}(\mathcal{S}) \models \operatorname{tr}_{I}(\text { inv }) .
$$

Proof (of Theorem 7.1). We prove, by induction over the structure of Essential OCL invariants, the more general statement
(1) $I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta)=$ true $\Leftrightarrow p \models \operatorname{tr}_{E}($ expr $)$,
(2) $I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta)=v \Leftrightarrow p \oplus \operatorname{id}_{v} \models \operatorname{tr}_{N}($ expr $\left., \mathrm{v}: \mathrm{T})\right)^{15}$,
(3) $I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta)=\left\{v_{1}, \ldots, v_{n}\right\} \Leftrightarrow \forall v \in\left\{v_{1}, \ldots, v_{n}\right\} . p \oplus \operatorname{id}_{v}=\operatorname{tr}_{S}($ expr, $\mathrm{v}: \mathrm{T})$.

[^22]
## Chapter 7 Application to meta-modeling

Basis. $I \llbracket$ context C inv: true $\rrbracket(\mathcal{S}, \beta)=$ true $=\forall v \in \mathcal{S}_{C l s}(C)$.true $=\forall($ v:C, true $)=\operatorname{tr}_{I}($ context $C$ inv: true $)$.

Hypothesis. For subexpressions expr, objects $v, v_{1}, \ldots, v_{n}$ and morphisms $p:\{\mathrm{v}: \mathrm{T} \in$ $\left.c_{C l s}(\beta(v)) \mid v \in \operatorname{Dom}(\beta)\right\} \rightarrow \operatorname{corr}_{\text {State }}(\mathcal{S})$, let statements (1), (2) and (3) be true.

## Step.

```
(1) Let \(\mathrm{t}(\operatorname{expr})=\mathrm{T}\).
\(I \llbracket\) context var:T inv: expr \(\rrbracket(\mathcal{S}, \beta)\)
\(\Leftrightarrow I \llbracket C\).allInstances()->forAll(expr) \(\rrbracket(\mathcal{S}, \beta)\)
\(\Leftrightarrow p \models \forall\left(\sqrt[v: T]{ }, t r_{E}(\right.\) expr \(\left.)\right)\)
\(\Leftrightarrow p \models \operatorname{tr}_{I}\) (context var:T inv: expr)
```

Case context C inv: expr follows as a special case of the above with var $=$ self.
(2) Since the Boolean operators of OCL have corresponding Boolean operators in graph conditions, the proofs are straightforward.

```
(3) Let \(\mathrm{t}(\operatorname{expr} 1)=\mathrm{T}\).
\(I \llbracket\) expr1->exists(v:T| expr2) \(\rrbracket(\mathcal{S}, \beta) \quad\) Def. 7.4
\(\Leftrightarrow I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta)=\left\{v_{1}, \ldots, v_{n}\right\} \wedge \bigvee_{1 \leq i \leq n} I \llbracket \operatorname{expr} 2 \rrbracket\left(\mathcal{S}, \beta\left\{\mathrm{v} / v_{i}\right\}\right) \quad\) Set axioms
\(\Leftrightarrow I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta)=\left\{v_{1}, \ldots, v_{n}\right\} \wedge\)
        \(\exists v_{i} \in\left\{v_{1}, \ldots, v_{n}\right\} \cdot I \llbracket \operatorname{expr} 2 \rrbracket\left(\mathcal{S}, \beta\left\{\mathrm{v} / v_{i}\right\}\right) \quad\) Set axioms
\(\Leftrightarrow \exists v \in \mathcal{S}_{C l s}(\mathrm{~T}) \cdot I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta) \wedge I \llbracket \operatorname{expr} 2 \rrbracket(\mathcal{S}, \beta) \quad\) Ind. hyp.
\(\Leftrightarrow \exists(\sqrt[\mathrm{v}: \mathrm{T}]]{ } \in c_{C l s}\left(\mathcal{S}_{C l s}(\mathrm{~T})\right) \cdot p \oplus \operatorname{id}_{v} \models \operatorname{tr}_{S}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T})\)
        \(\wedge p \oplus \operatorname{id}_{v} \models \operatorname{tr}_{E}(\) expr2) \()\)
\(\Leftrightarrow p \models \exists\left(\overline{\mathrm{v}: \mathrm{T}}, \operatorname{tr} r_{S}(\operatorname{expr} 1, \boxed{\mathrm{v}: \mathrm{T})}) \wedge t r_{E}(\operatorname{expr} 2)\right) \quad\) Def. 7.10 .3 B
\(\Leftrightarrow p \models \operatorname{tr}_{E}\) (expr1->exists(v:T| expr2))
```

The proof of forall is analogous.
(4) Let $\mathrm{t}(\operatorname{expr} 1)=\mathrm{t}(\operatorname{expr} 2)=\operatorname{Set}(\mathrm{T})$.
$I$ 【expr1->includesAll (expr2) $\rrbracket(\mathcal{S}, \beta)$

Def. 7.4
$\Leftrightarrow I \llbracket \operatorname{expr} 2 \rrbracket(\mathcal{S}, \beta) \subseteq I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta)$
$\Leftrightarrow \forall v \in \mathcal{S}(\mathrm{~T}) \cdot v \in I \llbracket \operatorname{expr} 2 \rrbracket(\mathcal{S}, \beta)$ implies $v \in I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta)$
Set axioms Ind. hyp.
$\Leftrightarrow \forall \sqrt[\mathrm{v}: \mathrm{T}]{\in} \in c_{C l s}(\mathcal{S}(\mathrm{~T})) . p \oplus \operatorname{id}_{v} \models \operatorname{tr}_{S}(\operatorname{expr} 2, \sqrt{\mathrm{v}: \mathrm{T}})$
implies $p \oplus \operatorname{id}_{v} \models t r_{S}($ expr1, $\overline{\mathrm{v}: \mathrm{T})}$
$\Leftrightarrow p \models \forall\left(\boxed{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})\right.$ implies $\left.\operatorname{tr}_{S}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T})\right)$
Def. $=$
$\Leftrightarrow p \models \operatorname{tr}_{E}(\operatorname{expr} 1->$ includesAll $(\operatorname{expr} 2))$
The proof of excludesall is analogous.

```
(5)
I\expr->notEmpty()\rrbracket(\mathcal{S},\beta)
\LeftrightarrowI\llbracket\operatorname{expr}\rrbracket(\mathcal{S},\beta)\not=\emptyset
\Leftrightarrow\existsv\in\mathcal{S}
\Leftrightarrow\exists\textrm{v}:\textrm{T}\in\mp@subsup{c}{Cls}{}(\mp@subsup{\mathcal{S}}{Cls}{}(\textrm{T})).p\oplus\mp@subsup{\textrm{id}}{v}{}\models\mp@subsup{\operatorname{tr}}{S}{}(\mathrm{ expr, v:T )}
\Leftrightarrowp\models\exists(\sqrt{v}{\textrm{v}}\textrm{T},\mp@subsup{\operatorname{tr}}{S}{(}(\textrm{expr},\textrm{v}:\textrm{T}])
\Leftrightarrowp\modelstre(expr->notEmpty())
```

(6)

```
\(I \llbracket\) expr->size() >= \(n \rrbracket(\mathcal{S}, \beta)\)
\(\Leftrightarrow|\{v \mid I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta)\}|>=n\)
\(\Leftrightarrow \exists v_{1}, \ldots, v_{n} \in \mathcal{S}(\mathrm{~T}) . \bigwedge_{i, j=1, i \neq j}^{n}\left(v_{i} \neq v_{j}\right)\)
\(\wedge \bigwedge_{i=1}^{n}\left(v_{i} \in I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta)\right)\)
\(\Leftrightarrow \exists \mathrm{v}_{1}: \mathrm{T} \cdots \mathrm{v}_{n}: \mathrm{T} \in c_{C l s}(\mathcal{S}(\mathrm{~T})) . \bigwedge_{i=1}^{n} p \oplus \operatorname{id}_{v_{i}} \models \operatorname{tr}_{S}\left(\operatorname{expr}, \mathrm{v}_{i}: \mathrm{T}\right)\)
\(\Leftrightarrow p \models \exists\left(\mathrm{v}_{1}: \mathrm{T} \cdots \mathrm{v}_{n}: \mathrm{T}, \bigwedge_{i=1}^{n} \operatorname{tr}_{S}\left(\operatorname{expr}, \mathrm{v}_{i}: \mathrm{T}\right)\right)\)
\(\Leftrightarrow p \models \operatorname{tr}_{E}(\operatorname{expr}->\operatorname{size}()>=n)\)
```

Def. 7.4

Set axioms

Ind. hyp.
Def. $\models$
Def. 7.106
(77) For $\mathrm{t}($ expr1 $)=\mathrm{t}($ expr2 $)=\mathrm{T}$ for some class T ,
$I \llbracket \operatorname{expr} 1=\operatorname{expr} 2 \rrbracket(\mathcal{S}, \beta) \quad$ Def. 7.4
$\Leftrightarrow I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta)=I \llbracket \operatorname{expr} 2 \rrbracket(\mathcal{S}, \beta)$
$\Leftrightarrow \exists v \in \mathcal{S}_{C l s}(\mathrm{~T}) . v=I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta) \wedge v=I \llbracket \operatorname{expr} 2 \rrbracket(\mathcal{S}, \beta)$
$\Leftrightarrow \exists \mathrm{v}: \mathrm{T} \in c_{C l s}\left(\mathcal{S}_{C l s}(\mathrm{~T})\right) \cdot p \oplus \mathrm{id}_{v}=\operatorname{tr}_{N}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T})$ $\wedge p \oplus \mathrm{id}_{v}=\operatorname{tr}_{N}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})$

Def. $\models$
$\Leftrightarrow p \models \exists\left(\overline{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{N}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T}) \wedge \operatorname{tr}_{N}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})\right)$
Def. 7.107 7a
$\Leftrightarrow p \models \operatorname{tr}_{E}$ (expr1 = expr2)
use variable Ind. hyp.

Def. 7.4
Set axioms Ind. hyp.

Def. $\models$
Def. 7.107 B
(7b) For $\mathrm{t}(\operatorname{expr} 1)=\mathrm{t}(\operatorname{expr} 2)=\operatorname{Set}(\mathrm{T})$ for some class T ,
$I \llbracket \operatorname{expr} 1=\operatorname{expr} 2 \rrbracket(\mathcal{S}, \beta)$
$\Leftrightarrow \forall v \in \mathcal{S}_{C l s}(\mathrm{~T}) . v \in I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta)$ iff $v \in I \llbracket \operatorname{expr} 2 \rrbracket(\mathcal{S}, \beta)$
$\Leftrightarrow \forall \mathrm{v}: \mathrm{T} \in c_{C l s}(\mathcal{S}(T)) . p \oplus \mathrm{id}_{v} \models \operatorname{tr}_{S}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T}) \mathrm{iff}$ $p \oplus \mathrm{id}_{v} \models \operatorname{tr}_{S}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})$
$\Leftrightarrow p \models \forall\left(\boxed{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T})\right.$ iff $\left.\operatorname{tr}_{S}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})\right)$
$\Leftrightarrow p \models \operatorname{tr}_{E}(\operatorname{expr} 1=\operatorname{expr} 2)$

Def. 7.4
(8) Let $\mathrm{t}(\mathrm{v})=\mathrm{T}$
$I \llbracket \mathrm{v}$.attr op x
$\Leftrightarrow I(\mathrm{op})(\mathcal{S}, \beta)(I \llbracket \mathrm{v} . \operatorname{attr} \rrbracket(\mathcal{S}, \beta), I(x)(\mathcal{S}, \beta))$
$\Leftrightarrow I(\mathrm{op})(\mathcal{S}, \beta)\left(\mathcal{S}_{\text {Att }}(\mathrm{attr})(\beta(\mathrm{v})), \mathrm{x}\right)$
Ind. hyp.
$\Leftrightarrow \exists q: \frac{\mathrm{v}: \mathrm{T}}{\operatorname{attr} \mathrm{op} \mathrm{x}} \hookrightarrow G \cdot p=q \circ\left(\operatorname{Dom}(p) \rightarrow \frac{\mathrm{v}: \mathrm{T}}{\operatorname{attr} \mathrm{op} \mathrm{x}}\right)$
Def. $\models$
$\Leftrightarrow p \models \exists\left(\frac{\mathrm{v}: \mathrm{T}}{\operatorname{attr} \mathrm{op} \mathrm{x}}\right)$
Def. 7.109
$\Leftrightarrow p \models t r_{E}(\mathrm{v} . \operatorname{attr} \mathrm{op} \mathrm{x}$
(9) Let $\mathrm{T}=\mathrm{t}\left(\right.$ expr1), $\mathrm{T}^{\prime}=\mathrm{t}\left(\right.$ expr2) and $\operatorname{att}(\mathrm{v}: \mathrm{T}$, attr $)=\mathcal{S}_{\text {Att }}(\mathrm{att})(I \llbracket \mathrm{v}: \mathrm{T} \rrbracket(\mathcal{S}, \beta))$, Let $p_{v}=p \oplus \mathrm{id}_{v}$ and $p_{v^{\prime}}=p \oplus \mathrm{id}_{v^{\prime}}$.

```
\(I \llbracket\) ex1.a1 op ex2.a2】(S, \(\beta\) )
Def. 7.4
\(\Leftrightarrow \operatorname{att}(\mathrm{ex} 1, \mathrm{a} 1) \mathrm{op} \operatorname{att}(\mathrm{ex} 2, \mathrm{a} 2)\)
Def. 7.4
\(\Leftrightarrow \exists v, v^{\prime} \cdot v=I \llbracket \mathrm{ex} 1 \rrbracket(\mathcal{S}, \beta) \wedge v^{\prime}=I \llbracket \mathrm{ex} 2 \rrbracket(\mathcal{S}, \beta)\)
    \(\wedge \operatorname{att}(\mathrm{v}, \mathrm{a} 1)\) op \(\operatorname{att}\left(\mathrm{v}^{\prime}, \mathrm{a} 2\right)\)
Ind. hyp.
\(\Leftrightarrow \exists\left(\sqrt{\mathrm{v}: \mathrm{T}}, \stackrel{\mathrm{v}^{\prime}: \mathrm{T}}{ } \cdot p_{v} \models\left(\operatorname{tr}_{N}(\mathrm{ex} 1, \sqrt[\mathrm{v}: \mathrm{T}]{ }) \wedge \exists\left(\frac{\mathrm{v}: \mathrm{T}}{\mathrm{a} 1=\mathrm{x}}\right)\right)\right)\)
    \(\wedge p_{v^{\prime}} \models \operatorname{tr}_{N}\left(\mathrm{ex} 2, \mathrm{v}^{\prime}: \mathrm{T}^{\top}\right) \wedge \exists\left(\begin{array}{c}\left.\frac{\mathrm{v}^{\prime}: \mathrm{T}^{\prime}}{\mathrm{a} 2=\mathrm{x}}\right)\end{array}\right)\)
\(\Leftrightarrow \exists\left(\sqrt{\mathrm{v}=\mathrm{v}^{\prime}: T \cdot} \cdot p_{v} \models \operatorname{tr}_{N}\left(\mathrm{ex} 1, \frac{\mathrm{v}=\mathrm{v}^{\prime}: \mathrm{T}}{\mathrm{a} 1 \text { op } \mathrm{x}}\right) \wedge p_{v} \models \operatorname{tr} r_{N}\left(\mathrm{ex} 2, \frac{\mathrm{v}=\mathrm{v}^{\prime}: \mathrm{T}}{\mathrm{a} 2=\mathrm{x}}\right)\right)\)
\(\mathrm{V} \exists\left(\overline{\mathrm{v}: \mathrm{T}] \mathrm{v}^{\prime}: \mathrm{T}^{\prime}}, p_{v} \models \operatorname{tr}_{N}\left(\mathrm{ex} 1, \frac{\mathrm{v}: \mathrm{T}}{\mathrm{a} 1 \mathrm{op} \mathrm{x}}\right) \wedge p_{v^{\prime}} \models \operatorname{tr}\left(\mathrm{ex} 2, \frac{\mathrm{v}^{\prime}: \mathrm{T}^{\prime}}{\mathrm{a} 2=\mathrm{x}}\right)\right) \quad\) Def. \(\vDash\)
\(\Leftrightarrow p \models \exists\left(\overline{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{N}\left(\mathrm{ex} 1, \frac{\mathrm{v}: \mathrm{T}}{\mathrm{a} 1 \mathrm{op} \mathrm{x}}\right) \wedge \operatorname{tr}_{N}\left(\mathrm{ex} 2, \frac{\mathrm{v}: \mathrm{T}}{\mathrm{a} 2=\mathrm{x}}\right)\right)\)
    \(\vee \exists\left(\mathrm{v}: \mathrm{T} \mid \mathrm{v}^{\prime}: \mathrm{T}^{\prime}, \operatorname{tr}_{N}\left(\mathrm{ex} 1, \frac{\mathrm{v}: \mathrm{T}}{\mathrm{a} 1 \mathrm{op} \mathrm{x}}\right) \wedge \operatorname{tr}_{N}\left(\mathrm{ex} 2, \frac{\mathrm{v}^{\prime}: \mathrm{T}^{\prime}}{\mathrm{a} 2=\mathrm{x}}\right)\right)\)
\(\Leftrightarrow p \models \operatorname{tr}_{E}\) (ex1.a1 op ex2.a2)
(10a) Let \(\mathrm{t}(\operatorname{expr})=\mathrm{T}^{\prime}\) and \(\mathrm{T} \in \operatorname{clan}\left(\mathrm{T}^{\prime}\right)\).
\(I \llbracket\) expr.oclIsTypeOf (T) \(\rrbracket(\mathcal{S}, \beta)\)
Def. 7.4
\(\Leftrightarrow I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) \in\left(I(\mathrm{~T})-\bigcup_{\mathrm{T}^{\prime \prime} \leq M_{\mathrm{T}} \mathrm{T}}^{\mathrm{T}^{\prime \prime} \neq \mathrm{T}} I\left(\mathrm{~T}^{\prime \prime}\right)\right)\)
\(\Leftrightarrow \exists v=I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) \cdot v \in I(\mathrm{~T}) \wedge \wedge_{\mathrm{T}^{\prime \prime} \leq M \mathrm{~T}}^{\mathrm{T}^{\prime \prime}} \cdot v \notin I\left(\mathrm{~T}^{\prime \prime}\right)\)
\(\Leftrightarrow \exists v=I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) . v \in \mathcal{S}_{C l s}^{\prec}(\mathrm{T}) \wedge \wedge_{\mathrm{T}^{\prime \prime} \leq{ }_{M} \mathrm{~T}}^{\mathrm{T}^{\prime \prime \prime}} \boldsymbol{\mathrm { T }} \mathrm{T} \notin \mathcal{S}_{C l s}^{\prec}\left(\mathrm{T}^{\prime \prime}\right)\)
\(\Leftrightarrow \exists\left(\sqrt{\mathrm{v}: \mathrm{T}^{\prime}} \cdot \exists\left(\sqrt{\mathrm{v}: \mathrm{T}^{\prime}} \rightarrow \overline{\mathrm{v}: \mathrm{T}}\right) \wedge \wedge_{\mathrm{T}^{\prime \prime} \leq{ }_{M} \mathrm{~T}}^{\mathrm{T}^{\prime \prime} \neq \mathrm{T}} \neg \exists\left(\sqrt{\mathrm{v}: \mathrm{T}} \rightarrow \mathrm{v}: \mathrm{T}^{\prime \prime}\right)\right)\)
Def. \(=\)
\(\Leftrightarrow p \vDash \exists\left(\mathrm{v}: \mathrm{T} \rightarrow \mathrm{v}: \mathrm{T}, \wedge_{\mathrm{T}^{\prime \prime} \in \operatorname{clan}(\mathrm{T})}^{\mathrm{T}^{\prime \prime} \neq \mathrm{T}} \neg \exists\left(\mathrm{v}: \mathrm{T} \rightarrow \mathrm{v}: \mathrm{T}^{\prime \prime}\right)\right.\)
    \(\wedge t r_{N}\left(\right.\) expr \(\left.\left., \mathrm{v}: \mathrm{T}^{\prime}\right)\right)\)
\(\Leftrightarrow p \models t r_{E}\) (expr.oclIsTypeOf (T))
```

Def. 7.1010
Def. 7.4
Set axioms
Def. $7.12,7.2$
Ind. hyp.
Def. $\models=$

```
(10b) The proof is analogous to the one for oclIsTypeOf (without the \(\cup\)-part):
Let \(\mathrm{t}(\operatorname{expr})=\mathrm{T}^{\prime}\).
\(I \llbracket \operatorname{expr} . o c l I s K i n d O f(\mathrm{~T}) \rrbracket(\mathcal{S}, \beta) \quad\) Def. 7.4
\(\Leftrightarrow I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) \in I(\mathrm{~T})\)
\(\Leftrightarrow \exists v=I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) . v \in I(\mathrm{~T})\)
Set axioms
\(\Leftrightarrow \exists v=I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) \cdot v \in \mathcal{S}_{C l s}(\mathrm{~T})\)
\(\Leftrightarrow \exists(\sqrt{\mathrm{v}: \mathrm{T}}, \exists(\mathrm{v}: \mathrm{T}) \rightarrow \mathrm{v}: \mathrm{T}))\)
\(\Leftrightarrow \exists\left(\sqrt{\mathrm{v}: \mathrm{T}} \rightarrow \sqrt[\mathrm{v}: \mathrm{T}]{ }, \operatorname{tr}_{N}\left(\operatorname{expr}, \sqrt{\mathrm{v}: \mathrm{T}^{\prime}}\right)\right)\)
Def. \(7.12,7.2\)
Ind. hyp.
Def. \(=\)
\(\Leftrightarrow t r_{E}\) (expr.oclIsKindOf (T))
(11) Let t (expr) \(=\mathrm{T}^{\prime}\).
```

$\Leftrightarrow v=I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) \wedge I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) \in I(\mathrm{~T}) \quad$ Def. $7.12,7.2$
$\Leftrightarrow v=I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) \wedge v \in \mathcal{S}_{C l s}(\mathrm{~T}) \quad$ Ind. hyp.
$\left.\Leftrightarrow \exists \mathrm{v}: \mathrm{T} ’ \in c_{C l s}(\mathcal{S}(\mathrm{~T})) . \wedge p \oplus \mathrm{id}_{v} \models \operatorname{tr}_{N}(\operatorname{expr}, \sqrt[\mathrm{v}: \mathrm{T}]{ }) \wedge \exists(\mathrm{v}: \mathrm{T}] \rightarrow \mathrm{v}: \mathrm{T}\right)$
$\Leftrightarrow p \models \exists\left(\widehat{\mathrm{v}: \mathrm{T}^{\prime}} \rightarrow \overline{\left.\mathrm{v}: \mathrm{T}, \operatorname{tr}_{N}\left(\operatorname{expr}, \sqrt{\mathrm{v}: \mathrm{T}^{3}}\right)\right)} \quad \operatorname{Def} 7.10 \mid 1\right.$
$\Leftrightarrow p \models \operatorname{tr}_{N}($ expr.oclAsType (T), $\mathrm{v}: \mathrm{T})$

```
```

$v=I \llbracket \operatorname{expr} . \mathrm{oclAsType}(\mathrm{T}) \rrbracket(\mathcal{S}, \beta)$

```
\(v=I \llbracket \operatorname{expr} . \mathrm{oclAsType}(\mathrm{T}) \rrbracket(\mathcal{S}, \beta)\)
Def. 7.4
```

```
(12 a\()\) Let \(\mathrm{t}(v)=\mathrm{t}\left(v^{\prime}\right)=\mathrm{T}\).
\(v^{\prime}=I \llbracket \mathrm{v} \rrbracket(\mathcal{S}, \beta)\)
\(\Leftrightarrow \exists v^{\prime} \in \mathcal{S}(\mathrm{T}) \cdot \beta(v)=v^{\prime}\)
\(\Leftrightarrow \exists \mathrm{v}=\mathrm{v}^{\prime}: \mathrm{T} \in c_{C l s}(\mathcal{S}(\mathrm{~T}))\)
Def. 7.4
Def. \(\overline{7.12}\)
\(\Leftrightarrow \exists \mathrm{v}=\mathrm{v}^{\prime}: \mathrm{T} \in c_{C l s}(\mathcal{S}(\mathrm{~T}))\)
Def. \({ }^{=}\)
\(\Leftrightarrow p \models \exists\left(\mathrm{v}=\mathrm{v}^{\prime}: \mathrm{T}\right)\)
Def. \(t r_{N}\)
\(\Leftrightarrow p \models \operatorname{tr}_{N}\left(\mathrm{v}, \mathrm{v}^{\prime}: \mathrm{T}\right)\)
(12p) First, assume \(\mathrm{T} \notin \operatorname{clan}\left(\mathrm{T}^{\prime}\right)\) and let \(\mathrm{t}(\operatorname{expr})=\mathrm{T}^{\prime}, \mathrm{t}(\operatorname{expr} . \mathrm{role})=\mathrm{T}\).
\(v=I \llbracket \operatorname{expr} . \operatorname{role} \rrbracket(\mathcal{S}, \beta)\)
Def. 7.4
\(\Leftrightarrow(I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta), v) \in \mathcal{S}_{A s s o c}(\) role \()\)
Def. 7.12
\(\Leftrightarrow \exists v^{\prime}=I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) \wedge \mathrm{t}\left(v^{\prime}\right)=\mathrm{T}^{\prime}\)
    \(\wedge v^{\prime}: T^{\prime}\) role \(\sqrt[v: T]{ } \in c_{A s s o c}\left(\mathcal{S}_{A s s o c}(\right.\) role \(\left.)\right) \quad\) Ind. hyp.
\(\Leftrightarrow \exists\left(\underline{\mathrm{v}^{\prime}: \mathrm{T}} \in c_{C l s}(\mathcal{S}(\mathrm{~T})) \cdot p \oplus \mathrm{id}_{v^{\prime}} \models \operatorname{tr}_{N}\left(\operatorname{expr}, \mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right) \wedge\right.\)
    \(p \oplus \mathrm{id}_{v^{\prime}} \oplus \mathrm{id}_{v}=\mathrm{v}^{\prime}: \mathrm{T}^{\prime}\) role \(\sqrt{\mathrm{v}: \mathrm{T})}\)
Def. \(\models\)
\(\Leftrightarrow p \models \exists\left(\mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right.\) role \(\left.\sqrt{\mathrm{v}: \mathrm{T}, ~} \operatorname{tr}_{N}\left(\operatorname{expr}, \mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right)\right)\)
Def. \(7.10 \mid 12\)
\(\Leftrightarrow p \models t r_{N}\) (expr.role, \(\left., \mathrm{v}^{\prime}: \mathrm{T}\right)\)
```

Now assume $\mathrm{T} \in \operatorname{clan}\left(\mathrm{T}^{\prime}\right)$ and let $\mathrm{t}($ expr $)=\mathrm{T}^{\prime}, \mathrm{t}($ expr.role $)=\mathrm{T}$.

```
\(v=I \llbracket \operatorname{expr} . \operatorname{role} \rrbracket(\mathcal{S}, \beta)\)
\(\Leftrightarrow(I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta), v) \in \mathcal{S}_{A s s o c}(\) role \()\)
Def. 7.4
Def. 7.12
\(\Leftrightarrow \exists v^{\prime}=I \llbracket \operatorname{expr} \rrbracket(\mathcal{S}, \beta) \cdot \mathrm{v}^{\mathrm{v}^{\prime}: \mathrm{T}^{\prime}}\) role,\(\sqrt{\mathrm{v}: T} \in c_{A s s o c}\left(\mathcal{S}_{A s s o c}(\right.\) role \(\left.)\right)\)
    \(\mathrm{V}=\mathrm{v}^{\prime}: \mathrm{T}^{\prime}\) Prole
    Ind. hyp.
```



```
    \(\left.\left(p \oplus \operatorname{id}_{v^{\prime}} \oplus \mathrm{id}_{v} \models \mathrm{v}^{\prime}: \mathrm{T}^{\prime} \xrightarrow{\text { role }}, \mathrm{v}: \mathrm{T} \vee \mathrm{v}=\mathrm{v}^{\prime}: \mathrm{T}^{\prime} \stackrel{\text { role }}{ }\right)\right) \quad\) Def. \(\models\)
\(\Leftrightarrow p \models \exists\left(\mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right.\), role \(\left., ~ \sqrt{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{N}\left(\operatorname{expr}, \mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right)\right)\)
    \(\vee \exists\left(\mathrm{v}: \mathrm{T} \mathrm{R}_{\text {role }}, \operatorname{tr}_{N}(\operatorname{expr}, \mathrm{v}: \mathrm{T})\right)\)
Def. 7.1012
\(\Leftrightarrow p \models t r_{N}\) (expr.role, \(\left.\mathrm{v}^{\prime}: \mathrm{T}\right)\)
```

The proof of the $\operatorname{tr}_{S}$ cases is analogous to the $\operatorname{tr}_{N}$ cases.

```
(13) Let t(expr1) = Set(T).
v\inI\llbracketexpr1->select(v:T| expr2)\rrbracket(\mathcal{S},\beta)
\Leftrightarrowv\in{v|v\inI\llbracketexpr1\rrbracket(\mathcal{S},\beta)}\wedgeI\llbracketexpr2\rrbracket(\mathcal{S},\beta)}
```



```
\Leftrightarrowp\oplus\mp@subsup{id}{v}{}\models\mp@subsup{\operatorname{tr}}{S}{}(\mathrm{ expr1, v:T) }\wedgep\oplus\mp@subsup{\operatorname{id}}{v}{}\models\mp@subsup{\operatorname{tr}}{E}{}(\operatorname{expr2)}
\Leftrightarrowp\modelstrs(expr1->select(v:T| expr2), v:T)
```

Def. 7.4
Set axioms
Ind. hyp.
Def. 7.1013
The proof for reject is analogous.
(14) Let $\mathrm{t}(\operatorname{expr} 1)=\operatorname{Set}(\mathrm{T})$.
$v \in I \llbracket \operatorname{expr} 1->c o l l e c t(v: T \mid$ expr2) $\rrbracket(\mathcal{S}, \beta)$
$\Leftrightarrow v \in\left\{I \llbracket \operatorname{expr} 2 \rrbracket\left(\mathcal{S}, \beta\left\{\mathrm{v} / v^{\prime}\right\}\right) \mid v^{\prime} \in I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta)\right\}$

Def. 7.4
$(\mathcal{S}, \beta)\}$

Set axioms
$\Leftrightarrow \exists v^{\prime} \in I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta) . v \in I \llbracket \operatorname{expr} \rrbracket\left(\mathcal{S}, \beta\left\{\mathrm{v} / v^{\prime}\right\}\right)$
$\Leftrightarrow \exists\left(\sqrt[v: T]{ }, \bar{v}^{\prime}: \mathrm{T}^{\prime} \cdot p \oplus \operatorname{id}_{v^{\prime}} \models \operatorname{tr}_{S}\left(\operatorname{expr} 1,{\overline{v^{\prime}}: \mathrm{T}^{\prime}}^{\prime}\right)\right.$
$\left.\wedge p \oplus \operatorname{id}_{v} \models \operatorname{tr}_{S}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})\right)$
Ind. hyp.

Def. $\models$
$\Leftrightarrow \exists\left(\sqrt[v: T]{ }, p \models \exists\left(\boxed{v^{\prime}: T}, \operatorname{tr}_{S}\left(\operatorname{expr} 1, \mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right)\right.\right.$
$\left.\left.\wedge p \oplus \mathrm{id}_{v} \oplus \mathrm{id}_{v^{\prime}} \models \operatorname{tr}_{S}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})\right)\right)$

Def. $\vDash$
$\Leftrightarrow p \models \exists\left(\sqrt{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr} 1, \overline{\mathrm{v}: \mathrm{T})}) \wedge \operatorname{tr}_{S}\left(\operatorname{expr} 2, \sqrt{\mathrm{v}^{\prime}: \mathrm{T}}\right)\right)$
Def. $7.10 \mid 14$
$\Leftrightarrow p \models \operatorname{tr}_{S}\left(\operatorname{expr} 1->\operatorname{collect}\left(\mathrm{v}: \mathrm{Tl}\right.\right.$ expr2), $\left.\mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right)$
The proof for expr2 yielding an object is analogous.

```
(15) Let \(\mathrm{t}(\operatorname{expr} 1)=\operatorname{Set}(\mathrm{T})\).
\(v \in I \llbracket \operatorname{expr} 1\)->union(expr2) \(\rrbracket(\mathcal{S}, \beta)\)
Def. 7.4
\(\Leftrightarrow v \in\left\{v^{\prime} \mid v^{\prime} \in I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta)\right\} \cup\left\{v^{\prime} \mid v^{\prime} \in I \llbracket \operatorname{expr} 2 \rrbracket(\mathcal{S}, \beta)\right\}\)
Set axioms
\(\Leftrightarrow v \in I \llbracket \operatorname{expr} 1 \rrbracket(\mathcal{S}, \beta) \vee v \in I \llbracket \operatorname{expr} 2 \rrbracket(\mathcal{S}, \beta)\)
\(\Leftrightarrow p \oplus \operatorname{id}_{v} \models \operatorname{tr}_{S}(\operatorname{expr} 1, \boxed{\mathrm{v}: \mathrm{T}}) \vee p \oplus \mathrm{id}_{v} \models \operatorname{tr}_{S}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})\)
Ind. hyp.
Def. \(=\)
\(\Leftrightarrow p \models \operatorname{tr}_{S}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T}) \vee \operatorname{tr}_{S}(\operatorname{expr} 2, \mathrm{v}: \mathrm{T})\)
Def. 7.1015
\(\Leftrightarrow p \vDash \operatorname{tr}_{S}\) (expr1->union(expr2), \(\left.\mathrm{v}: \mathrm{T}\right)\)
```

The proofs for intersect, - and symmetricDifference are analogous. (16)

```
v\inI\llbracketT.allInstances\rrbracket(S, }\beta)=\mp@subsup{\mathcal{S}}{Cls}{}(T
Def. 7.4
\Leftrightarrowv\in\mathcal{S}
\Leftrightarrowt(v)= T
\Leftrightarrowp\models\exists(|:T)
\Leftrightarrowp\modelstrs(T.allInstances(), [v:T\)
    (17) Let }\textrm{t}(\operatorname{expr1)}=\ldots=\textrm{t}(\operatorname{exprN})=\textrm{T}\mathrm{ .
v\inI\llbracketSet{expr1,\ldots,exprN}\rrbracket(\mathcal{S,\beta)}\mathrm{ Def. 7.4}
```




```
Set axioms
Ind. hyp.
\Leftrightarrowp\oplus\mp@subsup{id}{v}{}\modelst\mp@subsup{r}{N}{}(\operatorname{expr1, v:T)})\vee\cdots\veep\oplus\mp@subsup{\operatorname{id}}{v}{}=\mp@subsup{tr}{N}{}(\operatorname{exprN},\textrm{v}:\textrm{T})
Def. =
\Leftrightarrowp\modelst\mp@subsup{r}{N}{}(\operatorname{expr1, v:T ) \vee }\cdots\veet\mp@subsup{r}{N}{}(\operatorname{exprN, v:T)})
Def. 7.10 17
\Leftrightarrowp\modelstrg}(\operatorname{Set}{\operatorname{expr1}1,\ldots, exprN},|v:T)
```

This completes the induction proof.
We obtain Theorem 7.1 because for any OCL expression $i n v=$ context $C$ inv: expr and morphism $p: \emptyset \rightarrow G, G \models t r_{I}(i n v)$ iff $p \models \forall\left(\right.$ self:C, $\left.\operatorname{tr}_{E}(\operatorname{expr})\right)$.

Translation $t r$ is defined along the structure of Essential OCL constraints. However, there are some parts of Essential OCL which go beyond the power of the translation. The next part will deal with such cases.

### 7.4 Translating OCL constraints beyond first-order expressiveness

With the above translation, most Essential OCL constraints can be translated into nested conditions. However, the expressive power of Essential OCL goes beyond first-order logic. Indeed, it is possible to express arbitrary primitive-recursive functions using the iterate operation, as shown in (Mandel and Cengarle, 1999). With iterate, it is also possible to formulate properties involving arbitrarily long paths.
This part extends the joint work from (Radke et al., 2015) by providing a translation of iterate into $\mathrm{HR}^{*}$ conditions (as usual, with $\mathcal{M}$-satisfaction).

Example 7.6. The following constraint checks whether a Petri net contains a cycle, i.e. there is a path from a place to itself. For a place pl, let pl.postPlace abbreviate the expression pl.postArc.dst.postArc.dst of places which have incoming edges (via some transition) from pl. The iterate body accumulates, for all Place objects pl in the
set acc, all places pl.postPlace. The set acc is primed with all places acc. postPlace reachable from p via a direct transition. The Petri net contains a cycle (of length $\geq 3$ ) if the set of places resulting from the iterate operation includes the starting place self:

```
context Place inv: Place.allInstances()->iterate(p:Place; acc=
    self.postPlace | acc->union(acc.postPlace))->includes(self)
```

The role of non-determinism in iterate expressions. Generally, the result of an iterate expression might depend on the order in which the members of the collection are processed. (Richters, 2002) writes on page 94 that "For operations where evaluation order indeed makes a difference [...], a non-ordered collection first has to be transformed into a sequence". Concerning the operation asSequence: Set ( $t$ ) $\rightarrow$ Sequence ( $t$ ) (Richters, 2002) notes on page 71 that "the semantics of the operation asSequence is non-deterministic. Any sequence containing only the elements of the source set (in arbitrary order) satisfies the operation specification in OCL". In our case, we restrict ourselves to iterate operations over flat sets, and the non-determinism of the iterate operation fits well with the non-determinism of graph conditions.

Definition 7.13 (set-constructive iterate expression). Let expr and $S_{0}$ be OCL expressions yielding a set of type T ' and T , respectively. Let build $_{S, x}$ be an OCL expression of either the form $\mathrm{S}->$ union $\left(n a v_{x}\right)$ with some navigation expression $n a v_{x}$ from $\mathrm{x}=v_{1}$ to a set of objects $v_{n}$ of type T , or of the form $\mathrm{S}->$ including ( $n a v_{x}$ ) with a navigation expression $n a v_{x}$ from $\mathrm{x}=v_{1}$ to a single object $v_{n}$ of type T . Let

$$
\operatorname{cond}_{x}=\bigvee_{i \in I}\left(\bigwedge_{j \in J_{i}}\left(e x_{(i, j)}\right)\right)
$$

be an OCL expression of type Bool in DNF (disjoint normal form), where each literal $e x_{(i, j)}$ is an attribute comparison of either the form $v_{i}$. att1 op c for some constant c or $v_{i}$. att1 op $v_{j}$.att2 for attributes att1, att2 and nodes $v_{i}, v_{j}$ occurring in nav .
An OCL iterate expression expr->iterate (...) is called set-constructive if it has the form expr->iterate (x:T'; $S: \operatorname{Set}(T)=S_{0} \mid$ if $\left(\operatorname{cond}_{x}\right)$ then build $S_{S, x}$ else $S$ ).

The translation works by representing the set $S$ resulting from the iteration by a hyperedge $S$ of rank 0 . At the same time, a hyperedge $v_{1}: \mathrm{T}_{1}-P^{2} v_{n}: \mathrm{T}_{n}$ of rank 2 represents the navigation from an object $v_{1}$ to an object $v_{n}$. The goals of the navigation, the nodes $v_{n}$, are required to be in the set of nodes generated from hyperedge $S$. The step-by-step generation of the set by the replacement rules of hyperedge P simulates the iteration process. The replacement rules rely on the DNF structure of $\operatorname{cond} d_{x}=\bigvee_{i \in I}\left(\operatorname{cond}_{i}\right)$ and the navigational expression $n a v_{x}$ inside of build $d_{S, x}$ to construct a set of graphs $G\left(n a v_{x}, \operatorname{cond}_{i}\right)$ that represent the structure and constraints expressed by $n a v_{x}$ and $\operatorname{cond}_{x}$.

Construction. Because of the structure of set-constructive iteration expressions, nodes $v_{1}$ and $v_{n}$ have the same type $\mathrm{T}=\mathrm{T}_{1}=\mathrm{T}_{n}$. Let

```
iter = expr->iterate(x:T'; S:Set(T)=S | | if (cond () then build}\mp@subsup{S}{S,x}{}\mathrm{ else S)
```

be a set-constructive OCL iteration expression. For every conjunction of expressions $\operatorname{cond}_{i}=\left(\bigwedge_{j \in J_{i}}\left(e x_{(i, j)}\right)\right)$ in $\operatorname{cond}_{x}$, let $\operatorname{cond}_{i, v_{j}}$ be the set of all literals in cond $_{i}$ over ${ }^{16}$ $v_{j}$, and let $\mathrm{T}_{i}=\mathrm{t}\left(\mathrm{v}_{i}\right)$ be the type of OCL variable $\mathrm{v}_{i}$. For a navigation expression $n a v_{v_{1}}=\mathrm{v}_{1}$. role1. $\cdots$.roleN and a conjunction $\operatorname{cond}_{i}$ of literals, let

We define $\operatorname{tr}_{S}($ iter,,$\sqrt{\mathrm{v}: \mathrm{T}}):=$

$$
\begin{aligned}
& \exists\left(\sqrt{\mathrm{v}: \mathrm{T}}, \operatorname{tr}_{S}(\operatorname{expr}, \sqrt{\mathrm{v}: \mathrm{T}}), \operatorname{tr}_{S}\left(S_{0}, \sqrt{\mathrm{v}_{1}: \mathrm{T}}\right) \wedge \exists\left(\sqrt{\mathrm{v}_{1}: \mathrm{T}}-\sqrt{1}-\sqrt[2]{\mathrm{v}_{n}: \mathrm{T}},\right.\right. \\
& \exists\left(\mathrm{v}_{1}: \mathrm{T}-{ }^{1}-\sqrt[2]{\mathrm{v}_{n}: \mathrm{T}} \sqsupseteq \mathrm{v}_{1}: \mathrm{T}^{1}-P-\sqrt[2]{\mathrm{v}: \mathrm{T}^{1}}-P^{-2} \sqrt{\mathrm{v}_{n}: \mathrm{T}}\right) \\
& \left.\left.\vee \exists\left(\underline{\mathrm{v}=\mathrm{v}_{1}: \mathrm{T}}\right) \vee \exists\left(\underline{\mathrm{v}=\mathrm{v}_{n}: \mathrm{T}}\right)\right)\right)
\end{aligned}
$$

with

$$
\begin{aligned}
& \mathcal{R}=\bigcup_{i \in I}\left\{\quad \left\lvert\, \begin{array}{|c|c|}
\mathrm{v}_{1}: \mathrm{T}_{1} \\
-\mathrm{v}_{1}: \mathrm{T}_{1} \\
\operatorname{cond}_{i, v_{1}}
\end{array} \cdots \frac{\mathrm{v}_{n}: \mathrm{T}_{n}: \mathrm{T}_{n}}{\operatorname{cond}_{i, v_{n}}}\right.\right. \\
& \mathrm{v}_{1}: \mathrm{T}_{1}-P-2 \cdot \underbrace{\mathrm{v}_{n}^{\prime}: \mathrm{T}_{n}}_{G\left(\text { nav }_{x}, \operatorname{cond}_{i}\right)} \quad \begin{array}{|c}
\begin{array}{|}
\mathrm{v}_{1}: \mathrm{T}_{1} \\
\operatorname{cond}_{i, v_{1}}
\end{array} \cdots \frac{\mathrm{v}_{n}: \mathrm{T}_{n}}{\operatorname{cond}_{i, v_{n}}}
\end{array}-P-2 \sqrt[2]{\mathrm{v}_{n}^{\prime}: \mathrm{T}_{n}}\}
\end{aligned}
$$

Example 7.7. Let
$\mathrm{p} 1: \mathrm{Pl} \xrightarrow{\text { postPlace }}, \mathrm{p} 2: \mathrm{Pl}$ abbreviate $\mathrm{p} 1: \mathrm{Pl} \xrightarrow{\text { postArc }}: \mathrm{ArcPT} \xrightarrow{\text { dst }}: \operatorname{Tr} \xrightarrow{\text { postArc }}: \mathrm{ArcTP} \xrightarrow{\text { dst }}, \mathrm{p} 2: \mathrm{Pl}$.
The cycle constraint

```
context Place inv:Place.allInstances()->iterate(p:Place;acc=
    self.postPlace | acc->union(p.postPlace))->includes(self)
is first translated into the equivalent OCL constraint
context Place inv:Place.allInstances()->iterate(p:Place;acc=
    self.postPlace | if true then acc->union(p.postPlace) else acc)
    ->includes(self)
```

and then into the $\mathrm{HR}^{*}$ condition

$$
\begin{aligned}
& \forall\left(\text { self:Pl }, \exists\left(\sqrt{\mathrm{p}: \mathrm{Pl}}, \exists\left(\text { self: }: \mathrm{Pl}^{\text {postPlace }} \sqrt{\mathrm{p}_{1}: \mathrm{Pl}}\right) \wedge \exists\left(\sqrt{\mathrm{p}_{1}: \mathrm{Pl}} \sqrt{1}-\sqrt[2]{\mathrm{p}_{2}: \mathrm{Pl}},\right.\right.\right. \\
& \exists\left(\mathrm{p}_{1}: \mathrm{Pl}^{1}-P^{-2} \mathrm{p}_{2}: \mathrm{Pl} \sqsupseteq \mathrm{p}_{1}: \mathrm{Pl}-P-\sqrt{2}: \mathrm{Pl}-P-\sqrt{\mathrm{p}_{2}}: \mathrm{Pl}\right) \\
& \left.\left.\left.\vee \exists\left(\mathrm{p}=\mathrm{p}_{1}: \mathrm{Pl}\right) \vee \exists\left(\mathrm{p}=\mathrm{p}_{2}: \mathrm{Pl}\right)\right) \wedge \exists(\mathrm{p}=\mathrm{self}: \mathrm{Pl})\right)\right)
\end{aligned}
$$

[^23]with
\[

$$
\begin{aligned}
& \mathcal{R}=\left\{\quad \mathrm{v}_{1}: \mathrm{Pl}-\sqrt{1}_{1}^{\sqrt[2]{\mathrm{v}_{2}}: \mathrm{Pl}}::=\mathrm{v}_{1}: \mathrm{Pl} \xrightarrow{\text { postPlace }} \sqrt[\mathrm{v}_{2}: \mathrm{Pl}]{ }\right. \\
& \left.\left.\mathrm{v}_{1}: \mathrm{Pl} \xrightarrow{\text { postPlace }}, \mathrm{v}_{2}: \mathrm{Pl}\right]^{1}-P-2 /{ }_{2}^{\prime}: \mathrm{Pl} \quad\right\}
\end{aligned}
$$
\]

This condition can be simplified to

The meaning of the above formula can be explained as "There is a node self and a node $\mathrm{v}_{1}$ with a postPlace edge from self, and there is a path (built with edges of type postArc) from $v_{1}$ to a node $v_{2}$, such that self is a node on this path or a node reached from self by a postPlace edge". Put more simply, this means that a path of postPlace edges beginning from self leads back to self, i.e. a cycle.

## Theorem 7.2 (Translating iterate expressions).

For every set-constructive OCL expression expr of type $T$, all environments $(\mathcal{S}, \beta) \in$ Env and every morphism $p: \mathrm{v}: \mathrm{T} \rightarrow G$,

$$
\mathrm{v}: \mathrm{T} \in I \llbracket \operatorname{expr} \rrbracket(\tau) \text { iff } p \models_{\mathcal{A}}^{r} \operatorname{tr}_{S}(\operatorname{expr}, \mathrm{v}: \mathrm{T}) .
$$

Proof. We proceed by induction over the size of the set expr in expr->iterate(...). Let $p: \mathrm{v}: \mathrm{T} \rightarrow G$ be a morphism.
Basis. For $I \llbracket \operatorname{expr} \rrbracket(\tau)=\emptyset$,

```
    \(u \in I \llbracket\) expr->iterate (x;acc=S0 | expr2) \(\rrbracket(\tau)\)
                                    Def. 7.4
```

$\Leftrightarrow v \in I \llbracket \mathrm{~S}_{0} \rrbracket(\tau)$
$\Leftrightarrow p \models_{\mathcal{A}}^{r} \operatorname{tr}_{S}\left(\mathrm{~S}_{0}, \mathrm{v}: \mathrm{T}\right)$
Construction
$\Leftrightarrow p \models_{\mathcal{A}}^{r} \operatorname{tr}_{S}$ (expr->iterate (x;acc=S $\mathrm{S}_{0} \mid \operatorname{expr} 2$ ), $\left.\mathrm{v}: \mathrm{T} \mid\right)$
Def. 7.4

Hypothesis. Assume v:T $\in I \llbracket \operatorname{expr}->i t e r a t e\left(x ; a c c=S_{0} \mid \operatorname{expr} 2\right) \rrbracket(\tau)$ $\Longleftrightarrow p \models_{\mathcal{A}}^{r} \operatorname{tr}_{S}$ (expr->iterate (x;acc= $\mathrm{S}_{0} \mid$ expr2)).
Step. Let $\tau^{\prime}=\tau\left\{a c c / I \llbracket\left\{x_{1}, \ldots, x_{n-1}\right\}\right.$->iterate $\left.\left(\mathbf{x} ; \mathbf{a c c}=\mathrm{S}_{0} \mid \operatorname{expr} 2\right) \rrbracket\right\}\left\{x / x_{n}\right\}$ and $I \llbracket \operatorname{expr} \rrbracket(\tau)=\left\{x_{1}, \ldots, x_{n}\right\}$. Without loss of generality, expr2 is of the form if (cond $x_{x}$ ) then acc->union $\left(n a v_{x}\right)$ else acc. Otherwise, since the iteration expression is setconstructive, expr2 is of the form if (cond $)_{x}$ ) then acc->including ( $n a v_{x}$ ) else S , and we can use Definition 7.11 to convert expr2 into the above form. By construction and Definition 7.4 ,

```
\(v \in I \llbracket \operatorname{expr}->\) iterate \(\left(\mathrm{x} ; \operatorname{acc}=\mathrm{S}_{0} \mid \operatorname{expr} 2\right) \rrbracket(\tau) \quad\) Construction
\(\Leftrightarrow v \in I \llbracket \operatorname{expr} 2 \rrbracket\left(\tau^{\prime}\right) \quad\) Construction
\(\Leftrightarrow I \llbracket \operatorname{cond}_{x} \rrbracket\left(\tau^{\prime}\right) \wedge v \in I \llbracket \operatorname{acc}^{->}\)union \(\left(n a v_{x}\right) \rrbracket\left(\tau^{\prime}\right) \vee \neg I \llbracket \operatorname{cond}_{x} \rrbracket\left(\tau^{\prime}\right) \wedge v \in \quad\) Def. 7.10
\(I \llbracket \mathrm{acc} \rrbracket\left(\tau^{\prime}\right)\)
\(\Leftrightarrow\left(I \llbracket \operatorname{cond}_{x} \rrbracket\left(\tau^{\prime}\right) \wedge\left(v \in I \llbracket \mathrm{acc} \rrbracket\left(\tau^{\prime}\right) \vee v \in I \llbracket n a v_{x} \rrbracket\left(\tau^{\prime}\right)\right)\right) \vee\left(\neg I \llbracket \operatorname{cond}_{x} \rrbracket\left(\tau^{\prime}\right) \wedge\right.\)
    Logic axioms
\(\left.(v \in I \llbracket \mathrm{acc} \rrbracket)\left(\tau^{\prime}\right)\right)\)
\(\Leftrightarrow v \in I \llbracket \mathrm{acc} \rrbracket\left(\tau^{\prime}\right) \vee\left(I \llbracket \operatorname{cond}_{x} \rrbracket\left(\tau^{\prime}\right) \wedge v \in I \llbracket n a v_{x} \rrbracket\left(\tau^{\prime}\right)\right)\).
We distinguish two cases \(v \in I \llbracket \mathrm{acc} \rrbracket\left(\tau^{\prime}\right)\) and \(I \llbracket \operatorname{cond}_{x} \rrbracket\left(\tau^{\prime}\right)\).
For \(v \in I \llbracket \mathrm{acc} \rrbracket\left(\tau^{\prime}\right)\),
\(p \models_{\mathcal{A}}^{r} \operatorname{tr}_{S}\left(\left\{x_{1}, \ldots, x_{n-1}\right\}\right.\)->iterate(x;acc=S\(\left.\left.{ }_{0} \mid \operatorname{expr} 2\right)\right)\). Ind. hyp.
For \(v \in I \llbracket n a v_{x} \rrbracket\left(\tau^{\prime}\right) \wedge I \llbracket \operatorname{cond}_{x} \rrbracket\left(\tau^{\prime}\right)\),
\(v \in G\left(\operatorname{nav}_{x}, \operatorname{cond}_{x}\right) \wedge G\left(\operatorname{nav}_{x}, \operatorname{cond}_{x}\right) \in G\).
The rules in \(\mathcal{R}\) ensure that \(G\left(\right.\) nav \(\left._{x}, \operatorname{cond}_{x}\right) \in \mathrm{v}_{1}: \mathrm{T}-P-2 \mathrm{v}_{n}: \mathrm{T}{ }^{\sigma}\), so
\(\Leftrightarrow v \in \mathrm{v}_{1}: \mathrm{T}-P-2^{2} \mathrm{v}_{n}: \mathrm{T}{ }^{\sigma} \in G\)
\(\Leftrightarrow \exists \sigma . p \models_{\mathcal{A}}^{r} \operatorname{tr}_{S}\left(\operatorname{expr}->\text { iterate }\left(\mathrm{x} ; \mathrm{acc}=\mathrm{S}_{0} \quad \mid \operatorname{expr} 2\right), \mathrm{v}: \mathrm{T}\right)^{\sigma}\)
\(\Leftrightarrow p \models_{\mathcal{A}}^{r} \operatorname{tr}_{S}\left(\right.\) expr->iterate (x;acc= \(\mathrm{S}_{0}\) | expr2), \(\left.\mathrm{v}: \mathrm{T}\right)\).
```

Ind. hyp.
Def. $G(\ldots, \ldots)$

Construction
Def. 7.4

## Limitations

The translation given on the last pages does not handle all of Essential OCL. As the goal is to connect meta-modeling with graph transformation systems, the focus is on the translation of OCL invariants only.

Concerning the OCL collection types, we restrict ourselves to flat sets of objects. Operations like isUnique, which is only useful for bags and sequences, or sum, which is only defined for sets of integers, are not considered. Since the sets are flat, the flatten operation also becomes superfluous. (Kuhlmann and Gogolla, 2012) argue that sets of objects are sufficient for language definition where order of objects and distinction of duplicates are not crucial.
Furthermore, the results of Boolean expressions are restricted to two-valued logic, as is the case for $\mathrm{HR}^{*}$ conditions. The values void and invalid are not considered, as well as the oclIsUndefined operation. As argued in (Schürr, 2001), the use of three- or four-valued logic often leads to rather unexpected results; also, existing metamodel specifications have shown that two-valued logic covers the substantial part of well-formedness rules specified in OCL.
Finally, the translation of the iterate operator is restricted to set-constructive iterate expressions as per Definition 7.13 .

### 7.5 Integration of graph constraints into graph grammars

The previous pages described how to build a graph grammar from a UML class diagram and how to transform OCL constraints into graph constraints. This yields a method to generate instances that satisfy the model: First, we use the grammar to generate an instance that respects the relations given in the class diagram. If this instance satisfies
all the graph constraints generated from the OCL constraints, we keep it; otherwise, we generate a new instance and recheck the constraints.

However, this generate-and-test approach is very inefficient and negates the advantages gained by using grammars to generate instances. Many instances are generated in vain, only to be rejected because they do not satisfy all the constraints.
In this chapter, we thus propose another approach: To integrate the graph constraints into the grammar. In this way, we can check satisfaction of the constraints at every step of the generation process, ensuring that only valid instances are generated.

The general idea is to use the transformations from Chapter 6. First, we use the Shift ${ }^{*}$ construction from Chapter 6.1 to transform the conjunction of all graph constraints into right application conditions, and then use $L$ to transform the right into left application conditions. In this form, it is possible to check the constraints directly before the application of a rule of the grammar.
However, there is one pitfall: Depending on the rules of the graph grammar, integration of constraints might lead to a left application condition false.

Example 7.8. The rule $\rho=\left\langle\mathrm{pn}: \mathrm{PN} \hookleftarrow \mathrm{pn}: \mathrm{PN} \hookrightarrow \mathrm{pn}: \mathrm{PN}{ }^{\text {place }}\right.$ : Pl$\rangle$ adds a place to a given Petri net, and $c=\forall\left(\mathrm{p}: \mathrm{Pl}, \exists\left(\mathrm{p}: \mathrm{Pl} \xrightarrow{\text { postarc }}: \mathrm{PTArc}{ }^{\text {dst }} /: \mathrm{Tr}\right)\right)$ is a graph condition stating that every place has an outgoing edge to a transition. Translating $c$ into a left application condition for $\rho$ yields false, since the rule generates a new place that is not yet connected to a transition.

This is an unfortunate situation, since a rule with false as left application condition cannot be applied at all. This situation can be remedied in two ways.
One idea would be to introduce "composite" rules which combine several rules into one rule that immediately satisfies all constraints. In the above example, such a rule could simultaneously insert a place and a transition, connected by a PTArc. This idea has two disadvantages. Firstly, depending on the constraints, the generation rules might become overly large, slowing the generation process and making an interactive use difficult. Secondly, finding these composite rules can be difficult for a large and complex set of constraints.
As an alternative, we could allow rules to not satisfy all the constraints in each derivation step, by transforming only a subset of the constraints into an application condition. In the above example, condition $c$ would not be part of the left application condition for rule $\rho$, but for another rule which connects a new transition to a place. This means, however, that not every derivation step leads to a valid model. In particular, a derivation step can turn a valid model (e.g. a Petri net with all Places connected to at least one Transition) into an invalid one (e.g. said Petri net with an new, isolated place). The derivation process thus needs to be controlled in some way. A rough idea would be to start with only a few constraints and enforce that a derivation step does not invalidate a constraint already satisfied, but might satisfy a previously unsatisfied constraint. Controlling the derivation process with a finite automaton also seems promising. However, a detailed solution for this problem is beyond the scope of this thesis.

## Bibliographic notes

The idea of translating a class diagram into a graph grammar with the goal to create instances has been discussed in several works, e.g. (K. Ehrig et al., 2009) or (Besova et al., 2015).
Several approaches exist in the literature for the translation of OCL into a formal framework. Most of them translate the constraints into logical formulas. Typical motivations for such a translation include the definition of a clearer semantics for OCL, formal verification of models or, as is this case, the generation of instances.

Logic-oriented approaches Logic-oriented approaches have in common that they translate class models with OCL constraints into a textual representation with little or no visual components. For such languages, many powerful tools are available.
(Beckert et al., 2002) present a translation of a UML meta-model with accompanying OCL constraints into first-order logic and provide an implementation in the KeY system. (Cabot et al., 2007) translate class models with OCL constraints into logical formulas. The formal approach taken by the Alloy system (Jackson, 2006) can be used for instance generation: After translating a class diagram to Alloy, an instance can be generated or it can be shown that no instances exist. This generation relies on the use of SAT solvers and can also enumerate an arbitrary number of instances. A similar approach is taken by the Kodkod tool (Kuhlmann and Gogolla, 2012).
Another application for these techniques is the generation or recognition of edit operations. (Kehrer et al., 2013) lifts model change recognition and patching to recognizing and packaging edit operations to patches. The approach taken here could assist this with the automated generation of edit operations.
The EER/GRAL language in (Ebert et al., 1996) uses a combination of extended entity-relationship diagrams and a $Z$-like specification language, in order to specify classes of graphs that represent certain meta-model instances. Repositories of these graphs can be queried using the textual, first-order query language GReQL.

Graph-based approaches Graph-based approaches translate OCL constraints into a more visual formalism, e.g. graph patterns or graph constraints. Following this line, models and meta-models (without OCL constraints) are translated to instance and type graphs. Graph-based approaches keep the graph structure of models as units of abstraction, hence, graph axioms are satisfied by default. (Pennemann, 2009) shows that using a specialized theorem prover for graph conditions is more efficient than applying general theorem provers to graph conditions. (Bardohl et al., 1999) arguments that graph grammars are a suitable and natural way to specify visual languages in a constructive way.
The hybrid query language HQL presented in (Andries and Engels, 1996) offers both an SQL-like textual and a graphical syntax to specify properties of Extended EntityRelationship diagrams. In (Schürr, 2001), OCL constraints are expressed with the path expression language of the PROGRES system, and extensions to OCL for functional abstraction and transitive closure (which has since been added to OCL with the closure
operation) are suggested. Furthermore, the paper suggests a visual representation of OCL, collaboration constraint diagrams, similar to (Bottoni et al., 2000). In (Amelunxen et al., 2007), OCL constraints are translated into SDM diagrams as supported by Fujaba/MOFLON, a combination of graph transformation rules, Java code and constraints on nodes and their attributes. (Winkelmann et al., 2008) shows the translation of a subset of OCL constraints, restricted to navigation expressions, size and attribute constraints and Boolean combinations thereof, into constraints for graph grammars.
In (Arendt, Habel, et al., 2014), we translate the Core subset of OCL into nested graph constraints. This work was extended to a larger subset of OCL, including set operations, in (Radke et al., 2015). (Bergmann, 2014) has implemented a translator of OCL constraints to IncQuery graph patterns. The covered subset of OCL is similar to the one presented here. The focus of that work, however, is not a formal translation showing correctness and completeness, but an efficient implementation of constraint checking, using the incremental VIATRA engine. (Richa, Borde, Pautet, et al., 2014) have a similar idea of representing OCL with graph conditions, but can only translate to positive application conditions without nesting. Thus this approach is not as expressive. This was improved on in (Richa, Borde, and Pautet, 2015), which extends the approach by a representation for sets and a limited representation for ordered sets. This thesis, does not go into great detail on process of transforming a UML class diagram into a graph grammar. One such approach using layered graph grammars can be found in (Taentzer, 2012).
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In this final chapter, we summarize the results of the thesis and discuss several directions in which the results of this work may be extended.

### 8.1 Summary

We motivated the use of graph conditions and showed the limits of nested conditions: they cannot express non-local properties, such as the existence of paths or cycles of arbitrary length.

New concept of $\mathrm{HR}^{*}$ conditions. We generalized the well-known concept of nested graph conditions to so-called $\mathrm{HR}^{*}$ conditions. These conditions can also express non-local conditions, such as paths of arbitrary length, cycle-freeness or the existence of an even number of nodes. We introduced several variants of $\mathrm{HR}^{*}$ conditions, discussed their respective advantages and disadvantages and provided constructions to transform these variants into one another.

Expressiveness of $\mathrm{HR}^{*}$ conditions. We explored the expressiveness of $\mathrm{HR}^{*}$ conditions, and established that $\mathrm{HR}^{*}$ conditions can express every counting monadic second-order (CMSO) formula, and every $\mathrm{HR}^{*}$ condition can be expressed by a second-order formula.

Correctness. The correctness of a graph program with respect to $\mathrm{HR}^{*}$ pre- and postconditions can be checked by calculating a weakest precondition and checking whether the original precondition implies the weakest precondition. We presented a construction for weakest preconditions for graph programs with respect to $\mathrm{HR}^{*}$ conditions. The construction uses several basic transformations of $\mathrm{HR}^{*}$ conditions over rules. Apart from

## Chapter 8 Conclusion

their use in the construction of weakest preconditions, they can be used to transform constraints into application conditions and vice versa, and to transform right into left application conditions (and vice versa). The use of $\mathrm{HR}^{*}$ conditions in verification was demonstrated with a car platooning example. In contrast to other formalizations of that example, $\mathrm{HR}^{*}$ conditions allow the modeling of an actual chain of cars linked to one another, instead of each car being linked directly to the platoon's leader.

Application to meta-modeling. We used $\mathrm{HR}^{*}$ conditions together with graph grammars to generate instances of a meta-model with Essential OCL constraints and presented a transformation from Essential OCL constraints into graph conditions. To facilitate the transformation, we introduced compact conditions as a useful way to reduce redundancy and complexity. For a part of Essential OCL which cannot be expressed with nested conditions because it is beyond first-order, we provide a construction to express them with $\mathrm{HR}^{*}$ conditions.

### 8.2 Open problems and future work

Results on expressiveness. At present, we can only say that any property expressible in counting MSO logic is expressible with $\mathrm{HR}^{*}$ conditions and any property beyond SO logic is not. It would be interesting to have an exact characterization of the expressive power of $\mathrm{HR}^{*}$ conditions. In particular, an in-depth comparison between $\mathrm{HR}^{*}$ conditions and the $\mu$-conditions of (Flick, 2016) would be interesting. Furthermore, one could look at the expressiveness of $\mathrm{HR}^{*}$ conditions using a different replacement language than hyperedge replacement. As long as the replacement language is monotone, this should not change the decidability of a condition's validity, as shown in Theorem 3.1. An interesting candidate language would be contextual hyperedge replacement (Drewes and Hoffmann, 2015), which allows limited context in the replacement rules.

Automated correctness proofs. Similar to the correctness of graph programs with respect to nested conditions in (Pennemann, 2009), one could develop a theorem prover and / or a SAT solver trying to prove or refute whether a given $\mathrm{HR}^{*}$ condition is a tautology. The transformations of $\mathrm{HR}^{*}$ conditions over rules and programs needed for this are presented in this thesis. Developing a theorem prover for $\mathrm{HR}^{*}$ conditions is complicated by the HR systems. In order to check whether one literal implies another, one has to check not only the graphs, but also the HR system used. This amounts to the problem whether the language generated by one HR grammar is a subset of the language generated by another HR grammar.

Implementation of $\mathrm{HR}^{*}$ conditions. There is currently ongoing work to implement HR* conditions in several frameworks. The ENFORCe framework (Azab et al., 2007) for verifying graphical program specifications with respect to nested conditions was recently extended by a component for hyperedge replacement. It would be interesting to extend this to a full implementation of the algorithms and transformations of $\mathrm{HR}^{*}$ condition
presented in this thesis. Support for nested conditions was also recently added to the Henshin framework (Arendt, Biermann, et al., 2010; Richa, Borde, and Pautet, 2015); this could also be extended to $\mathrm{HR}^{*}$ conditions in order to support the $\mathrm{HR}^{*}$ translations of iterate OCL constraints suggested in this thesis.

Translation of Essential OCL. In (Radke et al., 2015), we translated a substantial part of Essential OCL into $\mathrm{HR}^{*}$ conditions. This thesis extended the translation by a translation of a subset of the iterate operation. As outlined in Chapter 7.4 the translation still has several limits. With further research, the restriction on invariants could be lifted to include query operations, and (Richa, Borde, and Pautet, 2015) outlined a way to support ordered sets. It would also be desirable to support the iterate operation without restrictions.

Efficient algorithms for instance generation. The application part of this thesis focuses on the translation of Essential OCL constraints into $\mathrm{HR}^{*}$ conditions. However, we showed that naively translating the $\mathrm{HR}^{*}$ conditions into left application conditions can evaluate to false, rendering the rule obsolete. Chapter 7.5 gives some ideas on how to remedy this; a thorough survey of this topic is beyond the scope of this work. For an efficient way to generate valid instances using graph grammars, more research on this topic has to be conducted.
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$2^{M} \quad$ The powerset of $M$ ..... 50
$A C L S \quad$ A set of abstract classes ..... 95
Appl $\quad \mathrm{HR}^{*}$ condition ensuring a rule's applicability ..... 87
$\Rightarrow_{x / R, y} \quad$ direct derivation of hyperedge $y$ along rule $x / R$ ..... 20
$\Rightarrow{ }_{\mathcal{R}}^{*} \quad$ derivation sequence along rules in rule set $\mathcal{R}$ ..... 20
assoc Association function for classes ..... 95
$\operatorname{att}_{G} \quad$ Hyperedge attachment function for graph $G$ ..... 16
$\operatorname{att}(y)_{i} \quad$ Designates the $i^{\text {th }}$ tentacle of hyperedge $y$ ..... 16
attr Attribution function ..... 95
c Denotes a graph condition ..... 9
$h \circ g \quad$ Composition of graph morphisms $g$ and $h$ ..... 8, 17
$C L S \quad$ A set of classes ..... 95
Uncomp Transforms a compact condition into a nested condition ..... 106
Compress Transformation for compacting HR* conditions ..... 32
$\operatorname{Cond}_{\mathcal{A}} \quad$ Translate from $\mathcal{M}$ - to $\mathcal{A}$-satisfiable $\mathrm{HR}^{*}$ condition ..... 41
Cond $_{\mathcal{M}} \quad$ Translate from $\mathcal{A}$ - to $\mathcal{M}$-satisfiable $\mathrm{HR}^{*}$ condition ..... 38
Cond Translate node-counting MSO formulas to $\mathrm{HR}^{*}$ conditions ..... 53
$G \cong H \quad$ Graphs $G$ and $H$ are isomorphic ..... 8, 17
C Transform a left application condition into a precondition ..... 86
$d \quad$ Denotes a graph condition ..... 9
Decomp Transformation for expanding $\mathrm{HR}^{*}$ conditions ..... 33
DSIG A data signature for attributed graphs ..... 102
$\mathrm{D}_{G} \quad$ Set of all items (i.e. nodes, edges and hyperedges) of graph $G$ ..... 16, 48
$\mathcal{E} \quad$ Set of all surjective morphisms ..... 8,17
$\mathcal{E}^{\prime}(a, b) \quad$ Set of all jointly surjective morphisms for span $(a, b)$ ..... 38
$\mathcal{E}(P) \quad$ Set of all surjective morphisms for an object $P$ ..... 38
edge $(e)$ formula for " $e$ is an edge" ..... 49
$\operatorname{edg}(x, y) \quad$ formula for "there is an edge from $x$ to $y$ ..... 49
$\emptyset \quad$ Depending on context, an empty set, or the empty graph ..... 7, 16
ENUM A set of enumerations ..... 95
Env The environment of a meta-model instance ..... 97
$\mathcal{E}^{\prime} \quad$ Set of all jointly surjective morphisms ..... 18

| $\dot{=}$ | $x \doteq y$ is the formula for "x equals y " | 48 |
| :---: | :---: | :---: |
| $\mathrm{E}_{G}$ | Set of directed edges of graph $G$ | 7, 16 |
| $\exists F$ | Existential closure of formula $F$ | 48 |
| expr | An OCL expression | 111 |
| $F$ | a logical formula over graphs | 48 |
| $\forall F$ | Universal closure of formula $F$ | 48 |
| Free ( $F$ ) | Denotes that formula $F$ is free | 48 |
| $G$ | Denotes a graph | 7, 16 |
| $\mathcal{G}$ | Set of all graphs without variables | 7 |
| $\mathcal{G}_{\text {Var }}$ | Set of all graphs with variables over alphabet Var | 16 |
| $G G$ | A graph grammar | 12 |
| - | Difference between two graphs | 7, 16 |
| + | Disjoint union of two graphs | 7, 16 |
| $g^{*}$ | Symbol-wise extension for a graph morphism $g$ | 17 |
| $H$ | Denotes a graph | 7, 16 |
| $\mathrm{id}_{G}$ | Identity morphism for graph $G$ | 8, 17 |
| $\operatorname{inc}(e, x, y)$ | formula for " $e$ is an edge from $x$ to $y$ " | 48 |
| Integrate $e$ | Integrates edges into $\mathrm{HR}^{*}$ conditions | 79 |
| Integrate $_{n}$ | Integrates nodes into an $\mathrm{HR}^{*}$ condition | 75 |
| $I \llbracket \mathrm{ex} \rrbracket$ | Interpretation of OCL expression ex | 97 |
| $I$ (op) | The semantics of an object model $M$ | 97 |
| $\mathrm{le}_{G}$ | Labeling function for edges in graph $G$ | 7, 16 |
| $\mathrm{lab}_{b}$ | $\operatorname{lab}_{b}(x)$ is the formula for " $x$ has label $b$ " | 48 |
| $\mathrm{lv}_{G}$ | Labeling function for nodes in graph $G$ | 7, 16 |
| $\mathrm{ly}_{G}$ | Labeling function for hyperedges in graph $G$ | 16 |
| L | Transforms a right application condition into a left one | 84 |
| L | An alphabet of node and edge labels | 48 |
| $\mathrm{L}_{\mathrm{E}}$ | Edge label alphabet for a graph | 7, 16 |
| $\mathrm{L}_{V}$ | Node label alphabet for a graph | 7, 16 |
| $\mathcal{M}$ | Set of all injective morphisms | 8, 17 |
| $\models$ | $G \models f$ denotes that $G$ satisfies (condition, formula) $f$ | 10, 23 |
| $\cdots \mathcal{A}$ | Arbitrary satisfaction for $\mathrm{HR}^{*}$ conditions | 34, 35 |
| $\vDash{ }_{\mathcal{A}}$ | Arbitrary satisfaction with replacement for $\mathrm{HR}^{*}$ conditions | 44 |
| $\models_{\mathcal{A}}{ }_{\mathcal{A}}$ | Arbitrary satisfaction with substitution for $\mathrm{HR}^{*}$ conditions | 44 |
| ${ }^{\prime} \mathcal{M}$ | Injective satisfaction for $\mathrm{HR}^{*}$ conditions | 35 |
| $\models_{\text {cmp }}$ | Satisfaction for compact conditions | 107 |
| $\hookrightarrow$ | An injective morphism | 8, 18 |
| IN | The set of natural numbers, including 0 | 16 |
| $n_{G}$ | Naming function for nodes | 106 |

node $(v)$ formula for " $v$ is a node" ..... 49
$P \downarrow \quad$ Execute program $P$ as long as possible ..... 13
$\Phi \quad$ A set of formulas attached to an attributed graph ..... 102
$\operatorname{Pin}(G) \quad$ Set of pinpoints in a pointed graph ..... 18
$\operatorname{pin}_{G} \quad$ Sequence of pinpoints in a pointed graph ..... 18
$x^{\bullet} \quad$ An $x$-labeled hyperedge and its attachment points ..... 18
$\langle x\rangle \quad$ The attachment points of an $x$-labeled hyperedge ..... 18
$\prec \quad$ Inheritance relation between classes ..... 95
$\preceq \quad$ The clan relation for classes ..... 104, 105$P ; Q \quad$ Sequential execution of programs
Pure Removes containment operators in a nested condition ..... 1413
rank The rank of an edge variable or a hyperedge
rank $G \quad$ Number of pinpoints in a pointed graph ..... 18
$\mathcal{R} \quad$ Denotes a replacement system ..... 19
$\mathcal{R}(x) \quad$ set of all graphs derivable from $x^{\bullet}$ by $\mathcal{R}$ ..... 20
Rep2Sub Transform a condition from replacement to substitution ..... 43
$\rho \quad$ A graph transformation rule ..... 10
$\llbracket F \rrbracket(\theta) \quad$ The semantics of formula $F$ under assignment $\theta$ ..... 49-51
Shift ${ }^{*}$ Shifts a path-like HR* condition over a morphism ..... 70
Shift Shifts a nested condition over a morphism ..... 13
Shift $_{e} \quad$ Helper construction for Integrate $e_{e}$ ..... 78
Shift $_{n} \quad$ Helper construction for Integrate ${ }_{n}$ ..... 75
Shiva Construction that adds tentacles to a hyperedge ..... 74
$\mathcal{S}_{\text {Assoc }}$ Represents links between objects in a meta-model ..... 96
$\mathcal{S}_{\text {Att }} \quad$ Assigns values to attributes of an object ..... 96
$\mathcal{S}_{C l s} \quad$ Assigns a set of object identifiers to a class ..... 96
$\Sigma \quad$ set of all substitutions induced by a set of rules ..... 20
$\sigma \quad$ A substitution ..... 20
$\sigma(G) \quad$ Application of substitution $\sigma$ to graph $G$ ..... 20
$G^{\sigma} \quad$ Application of substitution $\sigma$ to graph $G$ ..... 20
$x / R \quad$ Denotes a replacement pair ..... 19
SOedg represent a graph edge as a second-order formula ..... 58
SOgra represent a graph as a second-order formula ..... 58
SOhyp represent a graph hyperedge as a second-order formula ..... 58
SOnod represent a graph node as a second-order formula ..... 58
SOrule Represent a graph transformation rule as an SO formula ..... 59
SOset Represent a set of graph items as a second-order formula ..... 59
SOsys Represent a graph transformation system as an SO formula ..... 59
$\mathrm{S}_{G}$ Maps an edge in graph $G$ to its source node ..... 7, 16
$G \subseteq H \quad$ Graph $G$ is included in graph $H$ ..... 8, 17
Sub2Rep Translate an HR* condition from substitution to replacement ..... 44
Containment operator for conditions ..... 22
$\mathrm{t}_{G} \quad$ Maps an edge in graph $G$ to its target node ..... 7, 16
$\tau\{v / x\} \quad$ Substitute all occurrences of $v$ in $\beta$ by $x$ ..... 97
tr Translation from OCL constraints into graph conditions ..... 111
$\uplus \quad$ Disjoint union of two sets ..... 7
$\mathcal{V}_{0} \quad$ The set of individual variables in graph formulas ..... 48
$\mathcal{V}_{1} \quad$ The set of set variables in graph formulas ..... 48
$\mathcal{V}_{2} \quad$ The set of second-order variables in graph formulas ..... 48
$\mathrm{V}_{G} \quad$ Set of nodes of a graph $G$ ..... 7, 16
Wlp Constructs a weakest liberal precondition ..... 88
Wp Constructs a weakest precondition ..... 88
Var Set of variable names for hyperedges ..... 16
$\mathrm{Y}_{G} \quad$ Set of hyperedges of graph $G$ ..... 16

## Index
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A-graph, 101, 102
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application (of an HR rule), 19
application condition, 10
$\mathcal{A}$-satisfaction, 34
ATGI, 104
ATGI-graph, 104
ATGI-morphism, 104
attachment function, 16
attributed graph, 102
attributed morphism, 102
attributed type graph, 104
automorphism, 51

## B

basic attributed graph, 102

## C

car platooning, 25
clan morphism, 104
clan-disjoint, 108
closed formula, 48
CMSO formula, 50
codomain, 8,17
comatch, 10
compact condition, 106
composition, 17
composition (of morphisms), 8
compressed normal form, 32
condition, 21
consistency conditions, 3,14
constraint, 9, 22
containment operator, 21
contextual hyperedge replacement, 29
correctness, 88
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## D

dangling condition, 11
data signature, 94
decompressed normal form, 33
derivation, 10,20
direct derivation, 10,20
discrete graph, 35,53
domain, 8,17
DSIG, 102

## E

E-conditions, 3,29
$\mathcal{E}^{\prime}-\mathcal{M}$ pair factorization, 18
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epimorphism, 8, 17
existential closure, 48

## F

first-order formula, 48
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full-containment normal form, 82

## G
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graph grammar, 12
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graph transformation system, 12
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jointly surjective, 18

## L

language, 12
liberal precondition, 88
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## M

match, 10
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monadic second-order formula, 49
monomorphism, 8,17
monotone, 24
morphism, 17
$\mathcal{M}$-satisfaction, 23
MSO formula, 49
$\mu$-conditions, 3, 29

## N

name function, 106
name-respecting, 106
negative application conditions, 3, 14
nested graph condition, 8,14
Node-CMSO formula, 51
Node-MSO formula, 50

## O

object model, 96
one-tentacle normal form, 58

## P

partial morphism, 18
path-like, 67
pinpoints, 18
plain rule, 10
pointed graph, 18
programs with interfaces, 92
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replacement semantics, 43
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satisfaction
$\mathcal{A}$-satisfaction, 34
by replacement, 44
by substitution, 44
decidability, 24
$\mathcal{M}$-satisfaction, 23, 34
of compact conditions, 107
of $\mathrm{HR}^{*}$ conditions, 23
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Set condition, 35
set rule, 35
set-constructive, 121
shifting, 90
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strict, 104
substitution, 20
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[^0]:    ${ }^{1}$ For two sets $A$ and $B, A \uplus B:=\{(a, 0) \mid a \in A\} \cup\{(b, 1) \mid b \in B\}$ denotes the disjoint union of $A$ and $B$.

[^1]:    ${ }^{2}$ For graphs, the set $\mathcal{F}$ is always non-empty, as one can always construct a pushout.

[^2]:    ${ }^{1} \mathrm{~N}$ denotes the set of natural numbers, including 0 .
    ${ }^{2}$ The *-operator denotes a sequence of arbitrary length. This also includes hyperedges with zero tentacles.

[^3]:    ${ }^{3}$ For a mapping $g: A \rightarrow B$, the free symbol-wise extension $g^{*}: A^{*} \rightarrow B^{*}$ is defined by $g^{*}\left(a_{1} \ldots a_{k}\right)=$ $g\left(a_{1}\right) \ldots g\left(a_{k}\right)$ for all $k \in \mathbb{N}$.

[^4]:    ${ }^{4}$ For a graph $G$ and a set $Y \subseteq \mathrm{Y}_{G}$ of hyperedges, $G-Y$ denotes $G$ without the hyperedges in $Y$.

[^5]:    ${ }^{5}$ Morphism $a$ is usually conveyed by indices on the nodes of $P$ and $C$.

[^6]:    ${ }^{6}$ For $a: P \rightarrow C, a^{\sigma}: P \rightarrow C^{\sigma}$ is the morphism induced from $a$ with $a^{\sigma}(o)=a(o)$ for every vertex or edge $o \in P$.

[^7]:    ${ }^{7}$ For graph $G,|G|$ denotes $G$ 's size, i.e. the sum of the number of $G$ 's nodes, edges and hyperedges.

[^8]:    ${ }^{1}$ This is valid since pinpoints in $P_{x x}$ and $P_{x 2}$ are identical and $b$ is injective.
    ${ }^{2}$ By construction of Sub2Rep, $\mathcal{R}^{\prime}$ contains the same replacement rules for $x$ as $\mathcal{R}$.

[^9]:    ${ }^{1}$ For a set $M, 2^{M}$ denotes the powerset of $M$, i.e. the set of all subsets of $M$.

[^10]:    ${ }^{2}$ A graph is simple if it has neither multiple edges nor loops.

[^11]:    ${ }^{1}$ Every directed graph $R$ yields an undirected induced graph $R^{\prime}$ by taking $R$, adding an edge in the opposing direction for each edge in $R$, and replacing each hyperedge by a node and an undirected edge for each tentacle.

[^12]:    ${ }^{2}$ In the worst case, imagine hyperedges labeled $A_{1}, \ldots, A_{k}$ and rules $A_{i} / A_{i+1}$, so that to reach rule $A_{n-1} / A_{n}$ from $A_{1}$, one has to go through all rules $A_{1}, \ldots, A_{n}$ to generate $A_{n}$.

[^13]:    ${ }^{3}$ The construction's main characteristic is the addition of tentacles (arms) to the hyperedges, so it is named after the many-armed Hindu god Shiva.

[^14]:    ${ }^{1} \min =\max =0$ signifies there is no association from $s$ to $t$

[^15]:    ${ }^{2}$ For primitive types we present selected operations only.

[^16]:    ${ }^{3}$ A graph is simple if it has neither multiple edges nor loops.
    ${ }^{4}$ For functions $f: A \rightarrow B, g: A \rightarrow \operatorname{clan}_{I}(B), f \preceq g$ means $f(x) \in \operatorname{clan}_{I}(g(x))$ for all $x \in A$ where $\operatorname{clan}_{I}(B)=\{\operatorname{clan}(v) \mid v \in B\}$.

[^17]:    ${ }^{5}$ We write $x \preceq y$ iff $x \in \operatorname{clan}_{I}(y)$.

[^18]:    ${ }^{6} C[u=v]$ is the graph $C$ with the nodes named $u$ and $v$ identified.

[^19]:    ${ }^{7}$ We can express expr1->exists(v:T | expr2) as "there exist objects v of type T , such that v is contained in the set described by expr1 and v satisfies expr2", and expr1->forall( $\mathrm{v}: \mathrm{T} \mid \operatorname{expr} 2$ ) as "for all nodes v of type T, if v is contained in the set described by expr1 then v also satisfies expr2".
    ${ }^{8}$ The part before $\vee$ is omitted if $\operatorname{clan}(\mathrm{t}(\operatorname{expr} 1)) \cap \operatorname{clan}(\mathrm{t}(\operatorname{expr} 2))=\emptyset$, and the part after $\vee$ is omitted if $\operatorname{expr} 1=\operatorname{expr} 2$.

[^20]:    ${ }^{9}$ Case (a) presents the final step in a chain of navigations, while cases (b) and (c) present the navigation to single nodes and sets of nodes, respectively. Translations (b) and (c) are identical, since single nodes are treated as single-element sets.
    ${ }^{10}$ The idea for select (point 13 in the definition) is to restrict the set of nodes described by expr 1 by requiring that each node $\mathrm{v}^{\prime}$ satisfying expr1 also satisfies expr2. The construction for reject is analogous.
    ${ }^{11}$ The translation $\operatorname{tr}_{S}$ (expr1->collect (v:T | expr2), $\left.\mathrm{v}^{\prime}: \mathrm{T}^{\prime}\right)$ (point 14 ) is a condition over $\mathrm{v}^{\prime}$ that is true iff there is a node v such that (a) v is contained in the set described by expr1 (i.e. v satisfies $\left.\operatorname{tr}_{S}(\operatorname{expr} 1, \mathrm{v}: \mathrm{T})\right)$ and (b) the relation between v and $\mathrm{v}^{\prime}$ given by expr2 is satisfied. This is described by $\operatorname{tr}_{S}\left(\operatorname{expr} 2, \mathrm{v}^{\prime}: \mathrm{T}\right.$ ' $)$.

[^21]:    ${ }^{12} c \underline{\vee} d$ denotes the exclusive disjunction operator.
    ${ }^{13}$ For T.allInstances(), the characteristic function is true for all nodes which are of type T.
    ${ }^{14}$ If expr1 is empty, the OCL expression would return null. Since we use two-valued logic, our translated constraint returns false in this case.

[^22]:    ${ }^{15}$ For morphisms $p: P \rightarrow G$, let function composition $p \oplus \mathrm{id}_{v}$ be the morphism $p^{\prime}: P \oplus \mathrm{v}: \mathrm{T} \rightarrow G$, with $p^{\prime}(v)=p(v)$ if $v \in \operatorname{Dom}(p)$ and $p^{\prime}(v)=v$ otherwise. Note that $P=\emptyset$ for constraints.

[^23]:    ${ }^{16}$ A literal is over some object $v$ if it has the form $v . a t t 1$ op ex for some expression ex, e.g. v. name $=\mathrm{v}$ '. name is a literal over v.

