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Abstract

Nowadays, smart homes, smart cities, and intelligent transportation are infrastruc-
ture systems connecting human beings and increasingly changing our daily life. Such
systems are commonly defined as the Internet of Things (IoT) or Cyber-Physical Systems
(CPS), where the entire physical world is closely associated with sensors, machines, and
networked embedded devices. In such a sophisticated dynamic system, devices are inter-
connected to sense measurements, to process valuable information, and to exchange data
in distributed networks. A wireless sensor network (WSN) is a network that comprises
a large number of sensor nodes. Each node is equipped with sensors to detect physical
phenomena such as light, heat, pressure, and humidity to name but a few. Sensor nodes
communicate with each other wirelessly, thus, WSNs feature easier deployment and bet-
ter flexibility of devices compared with wired solutions. Owing to the recent advances
in electronics, networking, and information processing, WSNs have risen as a promising
technology for IoT and CPS. Over the past decade, a wide range of WSN-based applica-
tions have been proposed and implemented, such as environmental monitoring systems,
forecasting systems and healthcare systems.
In most of these applications, low power, inexpensive and tiny sensor nodes cooperate

as a network. In particular, such networks have to be energy-efficient and must be able to
provide a sufficient level of quality of services (QoS), such as reliability, timeliness, energy
efficiency, and security. However, QoS provision in WSNs is an extremely challenging
task, since these QoS metrics are typically contradicting to each other. This is because
of, for instance, bounded resources of the deployed devices with respect to computation
capability, memory capacity, energy budget, multihop communication over lossy low-
power wireless channels, and unpredictable and dynamic changes in (often adverse)
environments.
Recently, there has been growing interest in Industry 4.0. Industry 4.0, commonly

known as the 4th industrial revolution, refers to the current trend of automation and data
exchange in manufacturing technologies aiming to foster the so-called "smart factory"
concept, which originates from high-technology strategies of the German government.
Within modular structured smart factories, IoT and CPS monitor physical processes,
communicate and cooperate with each other and with humans in real-time. For a range
of WSN-based applications, especially mission-critical applications under adverse con-
ditions, for example, in smart buildings, industrial monitoring and control, cooperative
driving and so forth, maintaining a consistent QoS guarantee throughout the network
lifetime is highly required. That is, any performance degradation over time in WSN-
based applications should be avoided as much as possible. In this thesis, the main goal
is to facilitate the designs of WSN applications and protocols for the realizations of IoT
and CPS in Industry 4.0. Specifically, we provide a number of solutions to improve end-
to-end QoS in WSN communications. Namely, this thesis presents four novel techniques
for WSNs, their analytical studies, practical implementations, as well as real-world eval-

i



uations and corresponding analyses. Particularly, we make four main contributions in
this thesis:

• Multichannel Opportunistic Routing. WSNs technically share the 2.4 GHz
ISM band with a number of wireless technologies, such as WiFi and Bluetooth.
This and external interference from electrical devices, such as, for example, mi-
crowaves, deteriorate the reliability of many routing protocols in WSNs. Multi-
channel communication strategies allow routing protocols to provide reliability in
presence of interference. We propose robust, reliable, and energy-efficient Mul-
tichannel Opportunistic Routing (MOR) for WSNs. MOR employs both, oppor-
tunistic routing and multichannel hopping strategies, to improve the robustness of
the network to interference. The combination of both, opportunistic routing and
opportunistic multichannel hopping, empowers MOR to take advantage of not only
the spatial and temporal diversities as traditional opportunistic routing in WSNs
does, but also of frequency diversity. We implement MOR in Contiki and conduct
extensive experiments in the FlockLab testbed. Under interference MOR provides
an end-to-end packet delivery ratio (PDR) of more than 98%, while other proto-
cols such as, for example, opportunistic IPv6 Routing Protocol for Low-Power and
Lossy Networks (ORPL), obtain a PDR of merely 25%. Additionally, our duty
cycle stays below 2% for these settings and latency is less than two seconds. In
interference-free scenarios, MOR achieves a performance similar to our baseline
protocol ORPL, with only an approximately 0.3% increment of the duty cycle.

• Machine Learning-based Flooding. Concurrent transmission, a novel com-
munication paradigm, has been shown to effectively accomplish a reliable and
energy-efficient flooding in wireless networks. With multiple nodes exploiting a
receive-and-forward scheme in the network, this technique inevitably introduces
communication redundancy and consequently raises the energy consumption of
the nodes. We propose Less is More (LiM), an energy-efficient flooding protocol
for wireless sensor networks. LiM builds on concurrent transmissions, exploiting
constructive interference and the capture effect to achieve high reliability and low
latency. Moreover, LiM equips itself with a machine learning capability to pro-
gressively reduce redundancy while maintaining high reliability. As a result, LiM
is able to significantly reduce the radio-on time and therefore energy consumption.
We compare LiM with our baseline protocol Glossy by extensive experiments in the
30-node testbed FlockLab. Experimental results show that LiM highly reduces the
broadcast redundancy in flooding. It outperforms the baseline protocol in terms
of radio-on time while attaining a high reliability of over 99.50%, and an average
end-to-end latency around two milliseconds in all experimental scenarios.

• Concurrent Transmission-based Collection. Concurrent transmission is able
to effectively accomplish a reliable and energy-efficient flooding in low-power wire-
less networks. With multiple nodes exploiting a receive-and-forward scheme, this
technique works effectively in flooding-based network, i.e., in one-to-many scenar-
ios. However, for data collection in WSNs, application-level scheduling has to
be introduced. We propose Packet-in-Packet (PiP), an energy-efficient paradigm
requiring no application-level scheduling for timely data collections in low-power
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WSNs. PiP builds on concurrent transmissions, exploiting constructive interfer-
ence and the capture effect to achieve high reliability and low latency. Moreover,
PiP equips a packet concatenation capability to gather single-hop information in
a best-effort manner. As a result, PiP reduces significantly the collection duration
and thereby the energy consumption. We further compare PiP with a state-of-
the-art protocol by extensive experiments in FlockLab. Experimental results show
PiP highly reduces collection time (in terms of number of rounds) and achieves
a good performance in terms of high reliability of approximately 98.7% and high
energy efficiency in all experimental scenarios in the real-world testbed.

• Application-oriented Adaptation. We propose a novel strategy, referred to as
the Lifetime Planning (LP) for achieving best-effort QoS in WSNs, while reaching
an adequate lifetime required to complete the assigned task simultaneously. The
core idea is to sidestep lifetime maximization strategies where sensor nodes con-
tinue functioning even after their fulfillment of the required tasks. We deliberately
bound the operational lifetime to the expected task lifetime. As a result, residual
energy can be spent throughout the entire task lifetime for enhancing performance.
An analytical QoS model is engineered to validate the trade-offs among various
application-level metrics. Lifetime planning is based on design-time knowledge,
and thus, estimates boundaries of different metrics. During run-time, the con-
trollable low-level parameters are tuned by a proactive adaptation mechanism to
further adjust to different environmental conditions. To demonstrate the effective-
ness of our design, we conduct an intensive simulation-based evaluation using an
office monitoring scenario as a case study. The scenario is designed within the
simulator Cooja in Contiki OS. Furthermore, we examine the profit of our strat-
egy and compare it to two state-of-the-art protocols. Experimental results show
that lifetime planning is able to achieve an expected network lifetime but improves
reliability and reduces latency.

Overall, the guarantee and optimization of end-to-end QoS is the key to the adoption
of WSNs in real-world applications in order to accomplish IoT and CPS within Indus-
try 4.0. This thesis explains that opportunistic routing, machine learning, concurrent
transmission, and application-oriented adaptation provide enabling technologies for this
purpose. The evaluations based on real-world testbeds as well as simulations validate the
excellent performances of the dedicated designs of the WSN protocols. This anticipates
a bright future for the full employment of WSNs in the forthcoming industries.
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Zusammenfassung

Smart Homes, Smart Cities und intelligente Verkehrsmittel sind heute Infrastruk-
tursysteme, die Menschen verbinden und unseren Alltag zunehmend verändern. Solche
Systeme werden gemeinhin als das Internet of Things (IoT) oder Cyber-Physical Systems
(CPS) definiert, bei denen die gesamte physikalische Welt eng mit Sensoren, Maschinen
und vernetzten eingebetteten Geräten verbunden ist. In so einem komplexen dynami-
schen System sind Geräte miteinander verbunden, um Messungen zu erfassen, wertvolle
Informationen zu verarbeiten und Daten in verteilten Netzwerken auszutauschen. Ein
drahtloses Sensornetzwerk (WSN) ist ein Netzwerk, das eine große Anzahl von Sensor-
knoten umfasst. Jeder Knoten ist mit Sensoren ausgestattet, um physikalische Größen
wie Licht, Wärme, Druck und Feuchtigkeit zu erfassen, um hier nur einige aufzuführen.
Sensorknoten kommunizieren drahtlos miteinander, so dass WSNs im Vergleich zu draht-
gebundenen Lösungen eine einfachere Bereitstellung und bessere Flexibilität der Geräte
bieten. Aufgrund der jüngsten Fortschritte in den Bereichen Elektronik, Vernetzung und
Informationsverarbeitung haben sich WSNs zu einer vielversprechenden Technologie für
IoT und CPS entwickelt. Im letzten Jahrzehnt wurde eine breite Palette von WSN-
basierten Anwendungen konzipiert und implementiert, wie z.B. Umweltüberwachungs-,
Vorhersage- und Gesundheitssysteme.
In den meisten dieser Anwendungen arbeiten kleine, kostengünstige Niederspannungs-

sensoren als ein Netzwerk zusammen. Insbesondere müssen solche Netze aufgrund be-
grenzter Ressourcen energieeffizient sein und ein ausreichendes Quality of Services (QoS),
wie Zuverlässigkeit, Datenaktualität, Energieeffizienz und Sicherheit, gewährleisten kön-
nen. Die QoS-Bereitstellung in WSNs ist jedoch eine äußerst anspruchsvolle Aufgabe,
da diese QoS-Anforderungen in der Regel im Gegensatz zueinanderstehen. Dies liegt
zum Beispiel an den begrenzten Ressourcen der eingesetzten Geräte in Bezug auf Re-
chenleistung, Speicherkapazität, Energiebudget, Multihop-Kommunikation über verlust-
behaftete drahtlose Kanäle und unvorhersehbare und dynamische Veränderungen in (oft
widrigen) Umgebungen.
In jüngster Zeit ist das Interesse an Industrie 4.0 gestiegen. Allgemein bekannt als

die vierte industrielle Revolution, bezieht sich dieser Begriff auf den derzeitigen Trend
der Automatisierung und des Datenaustauschs in der Produktionstechnik, der auf die
Förderung des so genannten “Smart Factory”-Konzepts abzielt, welches aus den Hightech-
Strategie der Bundesregierung stammt. In modularen Smart Factories überwachen IoT
und CPS physikalische Prozesse, kommunizieren und kooperieren miteinander und mit
Menschen in Echtzeit. Für eine Reihe von WSN-basierten Anwendungen, insbesondere
für einsatzkritische Anwendungen unter widrigen Bedingungen, z.B. in intelligent ver-
netzten Gebäuden, überwachung und Steuerung in der Industrie, kooperativem Fahren
usw., ist die Aufrechterhaltung einer durchgängigen QoS-Güte über die gesamte Le-
bensdauer des Netzwerks dringend erforderlich. Das heißt, jede Beeinträchtigung der
Leistung im Zeitverlauf in WSN-basierten Anwendungen sollte soweit wie möglich ver-
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mieden werden. Diese Dissertation stellt sich zur Aufgabe, die Gestaltung von WSN-
Anwendungen und Protokollen für die Realisierung von IoT und CPS in Industrie 4.0
zu erleichtern. Insbesondere bieten wir eine Reihe von Lösungen zur Verbesserung der
End-to-End-QoS in der WSN-Kommunikation. Mit dieser Dissertation werden vier neue
Techniken für WSNs, ihre analytischen Studien, praktische Implementierungen, sowie
reale Bewertungen und entsprechende Analysen vorgestellt. Insbesondere machen wir
vier Hauptbeiträge in dieser Arbeit:

• Multichannel Opportunistic Routing. WSNs teilen sich das 2.4-GHz-ISM-
Band in der Praxis mit einer Reihe von kabellosen übertragungsverfahren, wie WiFi
und Bluetooth. Dieser Umstand und externe Störungen durch elektrische Geräte,
wie z.B. Mikrowellen, beeinträchtigen die Zuverlässigkeit vieler Routing-Protokolle
in WSNs. Mehrkanalige Kommunikationsstrategien ermöglichen Routing-Protokolle,
die bei Störungen zuverlässig sind. Wir bieten ein robustes, zuverlässiges und
energieeffizientes Multichannel Opportunistic Routing (MOR) für WSNs. MOR
verwendet sowohl Opportunistic Routing als auch Opportunistic Multichannel-
Hopping-Strategien, um die Robustheit des Netzwerks gegenüber Störungen zu
verbessern. Die Kombination von Opportunistic Routing und Multichannel Hop-
ping erlaubt es MOR, nicht nur die räumlichen und zeitlichen Unterschiede, wie
beim traditionellen Opportunistic Routing in WSNs zu nutzen, sondern auch die
verschiedenen Frequenzen. Wir implementieren MOR in Contiki und führen um-
fangreiche Experimente im FlockLab-Testbed durch. Unter Störeinflüssen bietet
MOR ein End-to-End packet delivery ratio (PDR) von mehr als 98%, während
andere Protokolle wie beispielsweise das Opportunistic IPv6-Routingprotokoll für
Low-Power- und Lossy-Netzwerke (ORPL) ein PDR von nur 25% erreicht. Zu-
sätzlich bleibt die Auslastungsrate unter 2% und die Latenzzeit beträgt weniger
als zwei Sekunden. In störungsfreien Szenarien erreicht MOR eine Leistung ähnlich
unserem Baseline-Protokoll ORPL, mit nur ca. 0, 3% Erhöhung der Auslastungs-
rate.

• Machine Learning-based Flooding. Concurrent Transmission, ein neuarti-
ges Kommunikationsschema, hat sich bewährt, um eine zuverlässige und energie-
effiziente Flooding in drahtlosen Netzwerken zu erreichen. Da mehrere Knoten
ein Empfangs- und Weiterleitungsschema im Netzwerk nutzen, führt diese Tech-
nik zwangsläufig zu einer Kommunikationsredundanz und damit zu einem erhöh-
ten Energieverbrauch der Knoten. Wir schlagen vor, dass Less is More (LiM),
ein energieeffizientes Floodingprotokoll für drahtlose Sensornetze, verwendet wird.
LiM baut auf gleichzeitigen übertragungen auf und nutzt konstruktive Interferen-
zen und den Capture-Effekt, um eine hohe Zuverlässigkeit und geringe Latenz
zu erreichen. Darüber hinaus stattet sich LiM mit einer maschinellen Lernfähig-
keit aus, um Redundanzen zunehmend zu reduzieren und gleichzeitig eine hohe
Zuverlässigkeit aufrechtzuerhalten. Dadurch kann LiM die Einschaltzeit und da-
mit den Energieverbrauch signifikant reduzieren. Wir vergleichen LiM mit un-
serem Baseline-Protokoll Glossy durch umfangreiche Experimente im 30-Knoten
FlockLab-Testbed. Experimentelle Ergebnisse zeigen, dass LiM die Broadcast-
Redundanz bei Flooding stark reduziert. Es übertrifft das Baseline-Protokoll in
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Bezug auf die Radio-On-Zeit und erreicht gleichzeitig eine hohe Zuverlässigkeit
von über 99, 50% und eine durchschnittliche End-to-End-Latenz von rund zwei
Millisekunden in allen experimentellen Szenarien.

• Concurrent Transmission-based Collection. Concurrent Transmission ist in
der Lage, ein zuverlässiges und energieeffizientes Flooding in kabellosen Low-Power
Netzwerken effektiv durchzuführen. Da mehrere Knoten ein Empfangs- und Wei-
terleitungsschema nutzen, funktioniert diese Technik effektiv in Flooding-basierten
Netzwerken, d.h. in One-to-Many-Szenarien. Für die Datenerfassung in WSNs
muss jedoch die Planung auf Anwendungsebene eingeführt werden. Wir schlagen
Packet-in-Packet (PiP) vor, ein energieeffizientes Schema, welches keine Planung
auf Anwendungsebene für zeitnahe Datenerhebungen in Low-Power-WSNs erfor-
dert. PiP baut auf Concurrent Transmission auf und nutzt konstruktive Interfe-
renzen und den Capture-Effekt, um eine hohe Zuverlässigkeit und geringe Latenz
zu erreichen. Darüber hinaus ist PiP in der Lage Pakete zu verbinden, um Single-
Hop-Informationen auf einfachste Weise zu sammeln. Dadurch reduziert PiP die
Dauer der Datenerfassung und damit den Energieverbrauch deutlich. Ein Vergleich
von PIP mit einem hochmodernen Protokoll durch umfangreiche Experimente in
FlockLab zeigt, dass PiP die Erfassungszeit (in Bezug auf die Anzahl der Run-
den) stark verkürzt und eine gute Leistung in Bezug auf hohe Zuverlässigkeit von
ca. 98, 7% und hohe Energieeffizienz in allen experimentellen Szenarien im realen
Testbed erreicht.

• Application-oriented Adaptation. Um die für die gleichzeitige Erfüllung der
gestellten Aufgabe erforderliche bestmögliche QoS in WSNs und gleichzeitig eine
angemessene Lebensdauer zu erreichen, schlagen wir eine neuartige Strategie vor,
die als Lifetime Planning (LP) bezeichnet wird. Die Kernidee ist es, Strategien zur
Maximierung der Lebenserwartung zu umgehen, bei denen Sensorknoten auch nach
Erfüllung der erforderlichen Aufgaben weiter funktionieren. Die Betriebsdauer
wird bewusst an die erwartete Lebensdauer der Aufgabe gebunden. Dadurch kann
die Restenergie über die gesamte Lebensdauer der Aufgabe zur Leistungssteigerung
genutzt werden. Ein analytisches QoS-Modell wird entwickelt, um die Trade-offs
zwischen verschiedenen Metriken auf Anwendungsebene zu validieren. Die Planung
der Lebenserwartung basiert auf dem Wissen zur Entwicklungszeit und schätzt so
die Grenzen verschiedener Kennzahlen. Während der Laufzeit werden die steuer-
baren Low-Level-Parameter durch einen proaktiven Anpassungsmechanismus ab-
gestimmt. Dadurch können sie sich weiter an unterschiedliche Umgebungsbedin-
gungen anpassen. Um die Effektivität dieses Designs zu demonstrieren, wird eine
intensive simulationsbasierte Auswertung anhand eines Office Monitoring Szena-
rios als Fallstudie durchgeführt. Das Szenario ist innerhalb des Simulators Cooja in
Contiki OS konzipiert. Darüber hinaus untersuchen wir den Nutzen unserer Strate-
gie und vergleichen ihn mit zwei modernen Protokollen. Experimentelle Ergebnisse
zeigen, dass Lifetime Planning eine erwartete Netzwerklebensdauer erreichen kann
und gleichzeitig die Zuverlässigkeit verbessert und die Latenzzeit reduziert.

Insgesamt ist die Sicherstellung und Optimierung von End-to-End-QoS der Schlüssel
zur Einführung von WSNs in realen Anwendungen, um IoT und CPS innerhalb von
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Industrie 4.0 zu erreichen. Diese Arbeit erklärt, dass Opportunistic Routing, Machine
Learning, Concurrent Transmission und anwendungsorientierte Anpassung grundlegende
Technologien für diesen Zweck bereitstellen. Die auf realen Testbeds basierenden Aus-
wertungen sowie Simulationen bestätigen die hervorragenden Leistungen der dedizierten
Designs der WSN-Protokolle. Dies lässt eine vielversprechende Zukunft für die vollstän-
dige Integration von WSNs in den kommenden Industrien erwarten.
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1
Introduction

This chapter provides a brief introduction to this thesis. Section 1.1 gives the back-
ground of key research topics in this work: Wireless Sensor Network (WSN) and Quality
of Service (QoS). Next, Section 1.2 demonstrates the current challenges in terms of QoS
provision in WSNs. After that, Section 1.3 and Section 1.4 present the research goals and
the general contributions of this work, respectively. Finally, Section 1.5 demonstrates
the outline of this thesis.

1.1. Background

This section gives the background of wireless sensor networks and quality of service,
respectively.

1.1.1. Wireless Sensor Networks

In the 1950s, the Sound Surveillance System (SOSUS) [Whi05] was developed by the
United States military to detect and track Soviet submarines. SOSUS consisted of
thousands of underwater acoustic sensors widely distributed in the Atlantic and Pacific
ocean. The sensing technology is still available, albeit serving more peaceful functions of
monitoring undersea wildlife and volcanic activity. SOSUS was the first wireless network
that bore an resemblance to a modern WSN. From then on, the WSN technology began
to be rapidly developing and applied in an increasing number of applications such as air
quality monitoring, forest fire detection, natural disaster prevention, weather stations
and structural monitoring to name but a few. Promoted by the technology giants of that
time in the world, such as IBM and Bell Labs, the WSN technology started to be used in
industrial applications such as power distribution, waste treatment, specialized factory
automation and so forth. Over the past decades, along with the rapid developments of
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1. Introduction

Integrated Circuits (ICs), Micro-Electro-Mechanical Systems (MEMSs) and low-power
wireless communication technology, WSN technology was increasingly progressing and
bore tremendous potential thanks to the vision of ubiquitous computing [Wei93]. This
technology performed as a promising role in a large number of cutting-edge real-world
applications, ranging from healthcare, industry, agriculture, to military.
Today, as Moore’s law [Sch97] continues, connected things are everywhere — people

have become so used to being always connected to the Internet. Sensor nodes now have
become not only tiny and cheap but also low-powered and addressable devices, that
also boosts the development of the Internet of Things (IoT) [Ash09] and Cyber-Physical
Systems (CPS) [Lee08]. Industrial giants such as Ericsson AB and Cisco Systems, Inc.
predict a growing connectivity and project 29 billions devices to be connected by the
year of 2022 [AB15]. If this trend lives up to the predictions, then a large number of
device is being connected to each other and to the Internet.
In smart city scenarios, hundreds or thousands of distributed battery-powered sen-

sor nodes are connected and they communicate wirelessly with each other. Industry
4.0 [KHHW13] is commonly known as the 4th industrial revolution, refers to the cur-
rent trend of automation and data exchange in manufacturing technologies, that aims
to foster the so-called "smart factory" concept, which originates from high-technology
strategies of the German government. Endorsed by industrial companies such as Robert
Bosch GmbH, Siemens AG, and SAP SE, it aims to enhance the automation of fac-
tories with WSNs and connections to cloud services, so as to, for example, improve
logistics management, predict failures, trigger predictive maintenance procedures auto-
matically [Gil16].
In general, a WSN is a wireless network that is built of a number of (wireless) devices,

namely sensor nodes. Generally, each sensor node is made of several parts: a radio
transceiver with an antenna, a micro-controller, an electronic circuit to interface with
various sensors such as temperature, humidity and pressure sensors, and an energy source
i.e., a battery or an energy harvesting source. Due the limited energy source, a sensor
node is often designed as a “low-power” (consumption) device so as to achieve a longer
lifetime for WSNs.
Normally, all the communication in WSN is taken place between source and desti-

nation via multiple hops. In a data collection scenario, one or multiple sensor nodes
act as a sink node (sometimes also referred to as “gateway”) and other nodes generate,
transmit, and reply the information to the sink node. Moreover, in a data dissemination
scenario, one or multiple sensor nodes work as a initiator, which normally triggers an
information propagation, and other nodes receive the information from the initiator and
reply it to the destination. All these nodes cooperate to fulfill various tasks so as to pro-
vide an acceptable level of QoS to the applications. However, the tiny size and low cost
of sensor nodes result in corresponding resource constraints such as limited energy, mem-
ory, computational speed, communication range, and communication bandwidth. These
resource constraints further result in the characteristics of WSNs such as low-power of
the sensor nodes, multihop communications, and lossy radio links. Therefore, owing to
the resource-constrained nature of sensor nodes, providing satisfactory application-level
QoS is extremely challenging, especially in such low-power, multihop, and lossy wireless
networks.
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1.1.2. Quality of Service

QoS is the description of the overall performance of a service such as a computer network
or a telephone network. Defined by the International Telecommunication Union (ITU),
it explains the totality of characteristics of a telecommunication service that bear on its
ability to satisfy stated and implied needs of the user of the service [Gro08]. In order
to quantitatively measure and describe QoS, a number of related aspects of the network
service are considered as indicators of the service, for instance, reliability, timeliness,
energy efficiency, and security to name but a few. Traditional QoS metrics, such as
reliability, timeliness, and energy efficiency, also apply to WSNs, but their importance
diverges from legacy communication networks. For example, the reliability is particularly
significant in WSNs. A data packet in computer networks is routed via highly reliable
wire, while a data packet in WSNs is forwarded via lossy wireless links by single or
multiple hops. On each wireless link, the Packet Error Rate (PER), for instance, can
vary a lot, thereby decreasing the end-to-end reliability greatly.
Achieving a best-effort performance is the main goal of the design of WSN proto-

cols. There are a number of QoS metrics (shown in Figure 1.1) in WSNs, which are
most critical for the performance of WSNs, such as reliability, timeliness, energy effi-
ciency, security, et cetera [ABK+09]. Moreover, QoS metrics are used to measure the
performance of WSNs and presents a practical expression of QoS trade-offs in WSN pro-
tocols. Therefore, a selected set of QoS metrics are explained in detail in the following
paragraphs.

QoS in WSNs

ScalabilityMobility

Energy 
Efficiency

ThroughputHeterogeneity

Security

Timeliness

Reliability

Figure 1.1.: QoS performance metrics in WSNs.

• Reliability: Reliability refers to the ability of a system or a component that per-
forms its required functions under predefined conditions for a specified period of
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time. Since WSNs may be extremely difficult or even impossible to be physically
accessed again once they are deployed [För16], this performance metric is especially
important. Usually in WSNs, sensor nodes are expected to be alive as long as pos-
sible. However, on the one hand, WSN hardware (e.g., sensors) should perform
well under the potential harsh environmental conditions, such as vibration, me-
chanical impacts, temperature, humidity, and moisture, as well as the interference
from Radio Frequency (RF) and Cross-Technology Interference (CTI) [GAKS11].
On the other hand, the resources of the sensor node limit the capability of the
applications in WSNs. Even worse, the multihop nature of the communication
even deteriorates this situation. As a consequence, considering reliability becomes
a must in the design process of WSNs in order to overcome the difficulties of these
adverse conditions, thus mitigating maintenance actions and improving application
usability.

• Timeliness: Timeliness represents the timing behavior of an application in terms
of computations and communications. It encompasses the timing issues such as
message transmission delay, task execution time. A number of WSN applica-
tions might impose to finish specific tasks within a certain time limit (i.e., dead-
line) which are usually referred to as “real-time” applications requiring real-time
computations and communications. For instance, in some mission-critical WSN
applications, there might be a task to monitor and detect a certain event (e.g.,
power outage in smart grids), and to transmit warning information to a remote
sink within at most several seconds. Such type of time-critical CPS requires an
adaptation in the normal computing and networking concepts [Lee06], and given
that the computing entities closely interact with their environment, timeliness is
of increasing importance [SAL+03].

• Energy Efficiency: Energy efficiency can be defined as the ratio of workload done
to the amount of energy consumed. From the advent of the WSN paradigm on, it
has been a major focus of research in the community since most of WSN nodes rely
on small batteries with a restricted energy budget. Consequently, a large number
of techniques for WSNs have been proposed to improve the efficiency so as to
maximize the lifetime of battery-powered sensor nodes. These techniques aim at
energy conservation, that reduces energy consumption through a reduction in the
workload while still fulfilling the application task. In addition, energy harvesting
is technique that extracts energy from the ambient environment and converts it
into consumable electrical energy. Note, that in this thesis we mainly focus on the
battery-powered WSN applications, and the energy harvesting techniques are out
of the scope in this thesis.

• Mobility: Basically, mobility refers to the geographical change of the entity in
time, such as the physical movement of sensor nodes, while logical mobility refers to
the dynamic changes in the network topology due to adding or removing entities
[ABK+09]. In WSNs, if some nodes are likely to move physically or logically
relatively to each other, then mobility can be a crucial issue. Supporting mobility in
WSNs significantly increases the capabilities of the network, i.e., to repair or extend
the network connectivity [LBD+05], to balance energy consumption [JSS05], to
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adapt to dynamic stimulus changes, or to improve the lifetime of WSNs with
mobile sink node [YX10]. Therefore, mobility support in WSNs is also a rather
heterogeneous and challenging aspect.

• Security: Security is one of the key aspects for WSNs’ acceptance outside the re-
search community, given the interactive and pervasive nature of WSNs [ABK+09].
As a standalone research topic, security in WSNs is a more difficult long-term
problem than it is today in desktop and enterprise computing. Generally, tiny
sensor nodes have many limitations in terms of energy consumption, computation,
storage, and communication capabilities, that lead to severe constraints on secu-
rity solutions that can be applied in WSNs. Furthermore, a WSN uses a wireless
medium to communicate with each other. Therefore, an adversary with a simple
radio transceiver can easily eavesdrop, manipulate, inject as well as modify data
packets in a wireless network. Meanwhile, security in WSNs is getting increasingly
crucial with the rapid increase of the software content of embedded wireless sys-
tems and networks. Note, that security in WSNs, as a research topic on it own, is
out of interest in this thesis.

Generally, in this thesis, we consider three most fundamental QoS metrics, i.e., relia-
bility, timeliness, and energy efficiency, while other metrics are out of scope of this thesis.
Specifically, a set of relevant performance metrics in WSNs are used to measure the de-
gree of satisfaction of the QoS, namely, the end-to-end Packet Delivery Ratio (PDR) for
reliability, the end-to-end latency for timeliness, and the duty cycle or radio-on time for
energy efficiency.

• Packet Delivery Ratio: PDR refers to the ratio of the number of packets that are
successfully delivered to a destination over the number of packets that have been
sent by the sender in an end-to-end communication. In most cases, PDR is used
as a performance metric of a WSN to indicate the reliability of the communication
protocol.

• Latency: Latency is the time elapsed from the application on the source node
handing the packet to the Medium Access Control (MAC) layer until the packet
arrives at the destination’s application. It represents the timeliness of a packet gen-
erated and sent by the source (e.g., a sensor node) and received by the dedicated
destination (e.g. a sink node). In general, latency indicates the end-to-end time-
liness on the application level. Minimizing end-to-end latency in random access
networks is one of the key goals of protocol design, especially for mission-critical
WSN applications.

• Duty Cycle: In WSNs, low-power wireless sensor node must maintain strict power
budgets to achieve years of lifetime. The wireless transceiver (i.e., radio) often
has the highest power consumption among all components on a low-power wireless
sensor node [Dun11]. Therefore, it is common to address the energy consumption of
a radio with respect to the energy efficiency of a sensor node. The duty cycle is the
portion of radio-on time over the total time. It is a hardware-independent indicator
of power consumption and thus describes the energy efficiency of a protocol.
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• Radio-on Time: Similar to the duty cycle, radio-on time is the time duration
that the radio is active in one single duty cycle, including the time for listen-
ing, receiving, and transmitting. It expresses the power consumption of a radio
straightforwardly and implies the energy consumption of a protocol.

1.2. Challenges

Particularly, the characteristics of WSNs differ from other traditional computer networks.
Such a WSN either requires to sense environmental data from the surroundings and to
forward the sensed data towards a more powerful node (i.e., a sink node), or obligates
to distribute information from a single node to all the other nodes in the network. QoS
provision in WSNs is an extremely challenging task due to the facts that WSN resources
such as power source, processing power, and memory are highly constrained and QoS
metrics are typically contradicting. Therefore, in the following, a number of selected
significant challenges are discussed in detail.

• Limited Resources: Due to the characteristics of the cheap, tiny, and battery-
powered WSN sensor nodes, there are inevitably a number of significant resource
constraints in WSNs, namely, energy budget, communication bandwidth, compu-
tation capability, and transmission range.

• Unreliable Communication Medium: Generally, wireless sensor nodes com-
municate wirelessly with each other via low-power radio. Thus, this wireless
medium is inherently less reliable. Meanwhile, the wireless links are lossy and
occasionally affected by various environmental factors such as noise and interfer-
ence (e.g., Cross-Technology Interference (CTI).

• Redundant Data: Since WSN sensor nodes are normally deployed densely in
an area of interest, sensor nodes therefore generate a large amount of redundant
data. While the redundancy benefits reliability and fault tolerance of the WSNs,
they also cause a significant amount of energy wastage, thus, degrading the energy
efficiency of the network.

• Dynamic Network Topology: Mostly, the topology of WSNs can get influenced
dynamically due to lots of aspects, such as the physical movement of sensor nodes,
link failures, and hardware defects. Self reorganizing of WSNs and being adapt-
able to such changes is a challenging issue. For instance, during run-time, new
sensor nodes may be added and some may even die due to empty batteries. All of
these factors may potentially dynamically change the network topology of WSNs.
However, QoS should not be affected drastically due to the mobility, failure, ad-
dition or removal of sensor nodes. Managing dynamics requires QoS adaptation
mechanisms to work in unpredictable conditions. That is, WSNs must be adaptive
and flexible at run-time to all the dynamic changes.

• Mixed Application and Traffic Patterns: In the real world, diverse appli-
cations may need to share the same deployed WSNs, such as many-to-one (data
collection), one-to-many (data dissemination), and many-to-many applications.
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Besides, data can be both, periodic and aperiodic data generated by various source
nodes. With respect to data flow, data from a large number of sensor nodes are
collected by the sink node, while in some cases (e.g., data dissemination), data
from the initiator are also required to flow to all other sensor nodes. Moreover,
some sensor nodes may be used to create the measurements of physical variables
in a periodic manner for the purpose of monitoring and control, e.g., tempera-
ture, humidity, pressure, vibration. Meanwhile, others may be deployed to detect
critical events.

• Conflicting QoS Metrics: Additionally, QoS metrics in WSNs usually contra-
dict with each other [HBT+09]. For instance, improving the end-to-end reliability
might affect the end-to-end timeliness and energy efficiency in WSNs. Also, there
is a trade-off between energy and timeliness [SG09]: Optimizing latency may in-
troduce a lot of overhead, such as more radio-on time, thus, increasing the energy
consumption. Optimizing QoS trade-offs and mitigating QoS conflicts in WSNs
are also challenging topics determining the performance of WSN applications.

1.3. Research Goals

The focus of the thesis is to provide, to guarantee, and to optimize QoS in low-power mul-
tihop WSNs with respect to achieving high reliability, high timeliness, and high energy
efficiency in WSN communications while satisfying the application-level requirements.
Thereby, the results of this thesis contribute to the realization of WSN applications for
IoT and CPS in real world and then further bring the accomplishment of more advanced
WSN applications closer towards the Industry 4.0.

The main goals of the thesis are to: (i) propose and implement novel communication
algorithms and protocols to optimize multi-objective QoS in multihop low-power WSNs;
(ii) validate and evaluate the effectiveness of the proposed algorithms and protocols
in terms of several key QoS metrics, i.e., reliability, timeliness, and energy efficiency,
through simulations and real-world experiments; and (iii) compare the performance of
solutions to the existing state-of-the-art solutions and then analyze performance based
on the QoS trade-offs.

1.4. Contributions

The contributions of the thesis are mainly in improving performance while satisfying
the QoS requirements in low-power multihop WSNs, which is essential for the increas-
ing adoptions of WSNs in IoT, CPS, and other mission-critical applications. Particu-
larly, the contributions can be divided into four aspects according to the WSN protocol
stack [KW07]: improving QoS by (i) exploiting multichannel opportunistic routing to
resist the harsh conditions, (ii) using machine learning techniques to mitigate commu-
nication redundancy, (iii) applying concurrent transmission for reliable and timely data
collection, and (iv) utilizing application-level adaptations on run-time dynamics together
with design-time knowledge.
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1.4.1. Multichannel Opportunistic Routing

We make the following contributions to mitigate the problem of harsh CTI in WSNs:

• We propose Multichannel Opportunistic Routing (MOR) [ZLT17] for duty-cycled
multihop WSNs. By opportunistically exploiting temporal, spatial, and frequency
diversities, MOR achieves good performance in both, interference-free and inter-
fered conditions.

• As a basis for MOR, we introduce a lightweight channel-hopping strategy for asyn-
chronous Low-Power Listening (LPL)-based MAC protocols. It guarantees a fast
rendezvous between sensor nodes, where the sender and the receiver both oppor-
tunistically perform fast channel hopping in each active duty cycle.

• We implemented MOR in Contiki OS [DGV04], and evaluated the performance of
the protocol in terms of end-to-end reliability, latency, and radio duty cycle in the
FlockLab testbed [LFZ+13b].

1.4.2. Machine Learning-based Flooding

We make the following contributions to the problem of data redundancy in flooding:

• We propose Less is More (LiM) [ZGT17,ZGT18], an energy-efficient flooding pro-
tocol with progressive learning ability for low-power multihop WSNs.

• As a basis for LiM, we explore and implemented a light-weight bandit-learning
scheme to determine the number of broadcasts in each node. It guarantees a
correct exploration of the “redundant” nodes and further conducts a progressive
learning of the other nodes to greatly reduce broadcast redundancy.

• We implemented LiM in Contiki OS and conducted extensive experiments with
various configurations in a 30-node real-world testbed (FlockLab), and evaluated
the performance of LiM and compared to the baseline protocol in terms of end-to-
end reliability, radio-on time, and latency.

1.4.3. Concurrent Transmission-based Collection

The main contributions in this part of the thesis are as follows so as to realize reliable
and timely data collection:

• We propose a communication scheme— Packet-in-Packet (PiP) [ZMTW18a,ZMTW18b,
MZTW20] — for reliable and timely data collection in low-power WSNs.

• We introduce a novel hardware operation — the so-called Power Amplifier (PA)
operation to realize concurrent packet concatenation in PiP. It guarantees a natural
scheduling in the MAC layer between single-hop neighboring nodes, where the
senders opportunistically perform their in-packet concatenations in each active
transmission round.

• We implemented PiP in Contiki OS and carry out extensive real-world experiments
respectively in single-hop and multihop scenarios, and evaluated the performance of
PiP and compare to the state-of-the-art in terms of end-to-end reliability, collection
duration (time), and duty cycle in FlockLab.
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1.4.4. Application-oriented Adaptation

In order to solve the QoS contradiction problem and to further realize application-
oriented adaptations in WSNs, we make the following contributions:

• We propose a novel strategy named Lifetime Planning (LP) [AZT15, ZAT18] to
improve performance of low-power WSNs.

• We introduce a light-weight hierarchical framework for self-adaptation, namely
monitoring, analysis, planning, and execution.

• We investigated a QoS analytic model that maps low-level controllable parameters
to application-level performance metrics, and we validated the resulting model by
performing simulations in Contiki OS.

• We compared the impact of LP with other strategies, i.e., static heuristics and
unplanned adaptations, using the network simulator Cooja [ÖDE+06].

Specifically, this work was a joint work with Dr.-Ing. Mohamed Abdelaal, which has
been partly published in the doctoral dissertation [Abd16]. In this research, my main
focus is the investigation of the analytic model and the practical implementation of the
adaptive system in Contiki OS [ZAT18].

1.5. Outline

For easily understanding the proposed WSN protocols and algorithms in this thesis, the
structure of the thesis is outlined in Figure 1.2. Detailed in the perspectives of WSN
protocol stack [KW07], this thesis develops through a series of layers: physical (PHY)
layer, MAC layer, network layer, and ends in application layer.
Chapter 2 focuses on the network layer and MAC layer. It introduces a Multichannel

Opportunistic Routing scheme — MOR, that significantly improves the reliability and
robustness against the cross-technology interference with only slight overhead of energy
consumption. Following the state-of-the-art standard IEEE 802.15.4 [ISA11], MOR fur-
ther equips opportunistic routing with a multichannel hopping scheme, thus, benefiting
from both.
Chapter 3 details a machine learning strategy, called Less is More (LiM), for one-

to-many communication (i.e. data dissemination) in WSNs, aiming at the MAC layer
and the physical layer. LiM applies a multi-armed bandit algorithm to lessen data
redundancy in concurrent transmissions. Therefore, it further improves energy efficiency
in flooding, while maintaining a high reliability and a low latency.
Chapter 4 specifies a concurrent packet concatenation pattern, named Packet-in-

Packet (PiP), for reliable and timely many-to-one communication (i.e. data collection)
in WSNs, addressing on the MAC layer and the physical layer. PiP concatenates the
packets on the receiver from different concurrent senders in the air by manipulating the
power-amplifier operation in the radio. PiP greatly decreases the data collection time in
the network, yet keeping up a high reliability and a low latency.
Chapter 5 concentrates on an application-oriented adaptation strategy — Life Plan-

ning (LP). In general, LP is based on both, design-time knowledge and run-time adap-
tation, in order to achieve a best-effort QoS performance while satisfying the expected
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Figure 1.2.: Thesis outline based on WSN protocol stack.

task time. In this case, LP connects the application layer to the MAC layer so as to
realize a cross-layer performance optimization.
Chapter 6 concludes the thesis by a summary of the contributions, prospects, and

opportunities for the future.
Appendix provides more details in the regard of practical designs and implementations

in competitions. In order to further evaluate and investigate our designed protocols in
real-world cases, we have participated twice the Dependability Competition in the inter-
national conference on Embedded Wireless Systems and Networks (EWSN), respectively
in 2018 and 2019. Basically, we have combined various designs, such as the channel hop-
ping from MOR [ZLT17] and the concurrent transmission used in LiM [ZGT18] and
PiP [ZMTW18b] . In the end, among all the teams from both academia and industry,
we have successfully achieved the third place and the first place respectively in 2018 and
2019.
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2
Multichannel Opportunistic Routing

2.1. Introduction

Over the past decades, WSNs began to play a significant role as an enabling technology
in a large number of applications, including healthcare, industry and agriculture. Due
to the limited number of radio channels in WSNs, sensor nodes share the 2.4 GHz
Industrial, Scientific and Medical (ISM) band with each other, as well as with other
wireless technologies such as WiFi, Bluetooth, and microwaves to name but a few. As
a result, there exists not only internal interference within the network but also plenty
of CTI [GAKS11]. For instance, under interference from WiFi devices and microwaves,
the performance of the X-MAC protocol can degrade by over 50% [BVN+11,BYAH06],
resulting in high network latency and reduced reliability. Under these adverse conditions,
the communication in WSNs, however, is obligated to maintain strong robustness and
resilience to both, internal and external interference.
Multichannel hopping schemes in WSNs efficiently mitigate the interference, as shown

by a number of existing approaches [SGJ08,KSC08,WMP09,BSL10,TSGJ11,IVHJH11,
ANDIV14,MGC16]. By exploiting the frequency diversity, these approaches are able
to improve reliability and robustness against internal interference within the network as
well as external Cross-Technology Interference (CTI), e.g., caused by WiFi, Bluetooth,
and microwave. Figure 2.1 demonstrates the basic idea of multichannel hopping in time-
slotted WSNs, i.e. Time Slotted Channel Hopping (TSCH) [WPG15]. As shown in the
figure, nodes in the network use three channels, namely, channel A, B, and C. In the
first time slot, node 1 transmits a message to node 2 in channel C. Then in the second
time slot, it continues to send a message to node 3 using channel A. Similar processes
also apply to the other nodes. In this case, multichannel hopping scheme improve the
channel utilization so as to improve overall dependability against interference.
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2. Multichannel Opportunistic Routing

Meanwhile, a number of challenges arise: As more channels are involved in the com-
munication, the power consumption increases accordingly, e.g., due to channel allocation
and switching. Furthermore, the Time-To-Rendezvous (TTR) between sender and re-
ceiver is another crucial factor when utilizing multiple channels in duty-cycled WSNs,
that indirectly determines the end-to-end latency of the whole network. We argue in
this chapter, that most state-of-the-art multichannel protocols for WSNs fail to provide
the best-effort balance among reliability, latency, and power consumption.
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Figure 2.1.: Time-slotted multichannel hopping. Note, that this multichannel hopping is
based on the synchronous MAC, where nodes are highly time-synchronized.

Opportunistic routing has drawn much attention from research communities because
of its capability to improve the performance of wireless networks, for instance, in [BM04,
RSMQ09,MTX+11, LGDJ12,DLV13,GHG+14]. Figure 2.2 depicts the general idea of
opportunistic routing. A source node uses not only the reliable links but also the unreli-
able link, in order to deliver a packet to the destination. Opportunistic routing exploits
the broadcast nature of the wireless channel and selects multiple potential candidates
as next hop to forward data packets. Instead of relying on one “good” single path,
opportunistic routing utilizes multiple paths to route data from source to destination.
Consequently, it effectively improves reliability, reduces delay as well as power consump-
tion,and highly increases resilience to wireless link dynamics. However, most approaches
to opportunistic routing in low-power duty-cycled WSNs are limited to a single channel.
As a result, their performance strongly deteriorates in presence of interference.

1

2

3

Reliable link

Unreliable link

Figure 2.2.: Opportunistic routing. Node 1 reaches node 3 via node 2 on reliable links
or direct on an unreliable link.

In this chapter, we propose MOR, a Multichannel Opportunistic Routing scheme for
low-power duty-cycled multihop WSNs. Incorporated with opportunistic routing, MOR
is able to effectively increase the end-to-end reliability and to reduce the end-to-end
latency as well as the power consumption. Moreover, MOR empowers opportunistic
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routing more opportunistically on multiple channels. It fully takes advantage of fre-
quency diversity to provide a satisfactory level of QoS (i.e., reliability and timeliness)
and to maintain a best-effort resilience to dynamic interference in real-world scenar-
ios. MOR trades a slight portion of energy for low-power-listening (LPL) on multiple
channels, while improving reliability, minimizing latency and power consumption.
We implement MOR in Contiki OS [DGV04] and conduct extensive experiments in

the 30-node testbed FlockLab [LFZ+13b]. We compare MOR with selected state-of-
the-art single-channel and multichannel protocols. Our evaluation shows that MOR
effectively limits the impact of interference: Under interference, MOR provides an end-
to-end PDR of more than 98%, while other protocols such as Opportunistic RPL (ORPL)
[DLV13] achieve a PDR of merely 25%. Moreover, MOR’s duty cycle settles below 2%
for these settings and the average latency is less than two seconds. In interference-free
scenarios, MOR achieves a performance similar to our baseline protocol ORPL with only
an approximately 0.3% increment of duty cycle.
The remainder of this chapter is organized as follows. Section 2.2 discusses related

work, with a focus on multichannel MAC and routing protocols in WSNs. Section 2.3
explains the basis of our proposed protocol and provides a brief overview of it. Sec-
tion 2.4 details the design of MOR, followed by the performance evaluation elaborated
in Section 2.5. Section 2.6 provides concluding remarks.

2.2. Related Work

Multichannel communication is essential to provide reliable communication under inter-
ference and is part of many standards such as Bluetooth and WirelessHART [Fun06].
In the domain of WSNs, multichannel communication helps to, for example, improve
reliability, resilience to interference, throughput, and reduce latency [SGJ08, KSC08,
WMP09,BSL10,TSGJ11, IVHJH11,ANDIV14,MGC16]. These approaches take advan-
tage of location-specific knowledge of the wireless channel: its diversities in frequency,
time, and space. As a result, these protocols ensure reliable, and robust co-existent
wireless communication.
In the following, we group approaches to multichannel routing into two classes, ac-

cording to the MAC layer they are based on: multichannel routing for (i) synchronous,
and (ii) asynchronous protocols. In synchronous MAC protocols, sensor nodes maintain
a tight time synchronization and the wake-ups of each node are commonly scheduled
to when neighboring nodes wake up. Asynchronous MAC protocols, on the other hand,
establish communication between two nodes that are on different active/sleep schedules.

2.2.1. Synchronous MAC Protocols

Y-MAC [KSC08] is an energy-efficient multichannel MAC protocol for WSNs. It is a
Time Division Multiple Access (TDMA)-based MAC protocol, thus, requiring accurate
time synchronization. In Y-MAC, sensor nodes exchange the remaining time in the
current time slot to synchronize their starting points for the next slot. A light-weight
channel hopping mechanism is implemented in Y-MAC that enables multiple nodes to
communicate simultaneously on multiple channels. This mechanism increases network
throughput and reduces latency. Experimental results demonstrate that Y-MAC is able
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2. Multichannel Opportunistic Routing

to achieve a low duty cycle under light traffic conditions and ensures an energy-efficient
transmission of bursty messages under high traffic conditions.
MC-LMAC [IVHJH11] is a multichannel MAC protocol, designed to maximize the

throughput of WSNs by coordinating transmissions over multiple channels. In MC-
LMAC, time is slotted and each node is assigned the control over a time slot to transmit
on a particular channel. Hence, MC-LMAC takes advantage of both, scheduled and
multichannel communication, which can minimize communication collisions. Therefore,
it overcomes the increased contention and interference on the limited bandwidth and
improves the channel utilization. Simulation results show that MC-LMAC obtains sig-
nificant bandwidth utilization and high throughput while ensuring an energy-efficient
operation.
Moreover, in RPL networks, Orchestra [DANLW15] provides a TSCH [WPG15]. In

Orchestra, nodes autonomously compute their own local schedules and maintain the
schedules allocated to a particular traffic plane, i.e., application, routing, and MAC.
Nodes update their local schedules automatically as the topology evolves. Orchestra
(re)computes local schedules without signaling overhead. Instead, it only relies on the
existing network stack information to maintain the schedules. This scheme allows Or-
chestra to handle non-deterministic network traffic while exploiting the robustness of
TSCH. Extensive evaluations in simulation and in two different testbeds demonstrate
the practicality of Orchestra and its ability to consistently achieve a very high deliv-
ery ratio in the order of 99.99%, while obtaining a balance between latency and energy
consumption.

2.2.2. Asynchronous MAC Protocols

MuChMAC [BSL10] is a low-overhead multichannel MAC protocol, which combines
TDMA with asynchronous MAC techniques and requires no coordination or tight syn-
chronization between nodes. MuChMAC is a receiver-initiated multichannel MAC pro-
tocol. In every time slot, each node switches its radio channel according to a pre-defined
channel assignment, which is based on the parallel rendezvous principle [SWM07]. The
channel is calculated based on a node’s ID and the current slot number following a
pseudo-random hopping sequence. Experiments in a testbed demonstrate the applica-
bility of MuChMAC and show that it can efficiently operate multichannel communication
without coordination or synchronization overhead.
Chrysso [IWL11] is a multichannel protocol for data collection. In Chrysso, sensor

nodes are organized in parent-children groups, where each parent-children group uses
two channels: one for packet transmissions and one for receptions. When a node in
Chrysso detects interference on one channel, both, parent nodes and child nodes, switch
to another channel based on a channel hopping policy. The authors of Chrysso show its
reliability under severe WiFi interference and jamming.
Efficient Multichannel MAC (EM-MAC) [TSGJ11] introduces mechanisms for adap-

tive receiver-initiated multichannel rendezvous and predictive wake-up scheduling. To
achieve high energy efficiency, EM-MAC enables a sender to predict both, the receiver’s
transmission channel and wake-up time. In EM-MAC, a node is able to select channels
dynamically based on the channel conditions it senses. In this matter, it avoids utilizing
channels that are heavily loaded or are undesirable because of interference or jamming.
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In their evaluation, the authors show that it can achieve a low duty cycle, low latency,
and high PDR under interference.
MiCMAC [ANDIV14] is a multichannel extension of ContikiMAC based on LPL. MiC-

MAC performs a sender-initiated channel hopping. Namely, in every wake-up period,
the channel is determined by the sender according to a pseudo-random sequence. Similar
to the phase-lock mechanism in ContikiMAC, a channel-lock mechanism is integrated
in MiCMAC to shorten the rendezvous time between the sender and the receiver on
various communication channels. Experiments show that MiCMAC improves the per-
formance of the network in terms of reliability, latency, duty cycle, and resilience to
external interference.
Oppcast [MGC16] is a multichannel LPP-based data collection protocol. It oppor-

tunistically utilizes both, broadcast and unicast transmissions, to maintain good net-
work performance in the presence of interference. Oppcast selects and uses three good
channels, i.e., channel 15, 25, and 26 out of all 16 ZigBee channels. In Oppcast, both,
receivers and senders, simultaneously perform channel hopping with a round-robin prin-
ciple. Based on opportunistic routing, Oppcast takes advantage of the spatial diversity.
It utilizes the hop count as a routing metric to optimize performance. Experiments
in a large-scale testbed show that Oppcast consistently maintains high reliability, low
latency, and low duty cycle in several urban scenarios.

2.2.3. Summary

Multichannel routing is essential for reliable communication under interference and it has
received significant attention in the recent years. Nonetheless, most approaches focus on
traditional unicast routing. In this chapter, we argue that opportunistic routing, such as
ORPL and ORW, opens new design options for reliable, multichannel communication.
Thus, in MOR, we extend the concept of opportunistic routing to the frequency domain:
The first node that (i) wakes up on the rendezvous channel, (ii) successfully receives
the packet, and (iii) provides routing progress, acknowledges and acts as a forwarder.
We show in our experimental evaluation that MOR significantly improves robustness in
presence of interference when compared to other state-of-the-art protocols.

2.3. Overview

In this section, we provide the required background on both, channel hopping and op-
portunistic routing in low-power WSNs. Next, we introduce the basic concepts of MOR.

2.3.1. Channel Hopping Strategies in WSNs

Regarding the selection of channels, channel hopping strategies fall into two categories:
“whitelisting” and “blind hopping” [WMP09]. In whitelisting, neighboring nodes agree
on which channels to use at what point in time for their communication. In blind channel
hopping, nodes do not know which channels their neighboring nodes use at what point
in time. To establish communication, nodes uniformly hop over all utilized channels,
i.e., up to 16 radio channels in IEEE 802.15.4 [ISA11].
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Practically, there are two types of channel allocations in multichannel communication,
i.e., static channel allocation and dynamic channel allocation [HXS+13]. Depending on
the scenarios, dynamic channel allocation can be more effective if the interference condi-
tion is changing dynamically over time. It, however, often performs complex rendezvous
algorithms, thus, resulting in non-trivial communication computing overhead. To bal-
ance the performance and the computing overhead of the sensor node, MOR chooses to
use static channel allocation.
The main goal of any channel hopping scheme is to increase robustness towards

interference. We observe three approaches of channel hopping strategies in wireless
communication: fast channel hopping, slow channel hopping, and hybrid channel hop-
ping [HXS+13]. Fast channel hopping switches to a new channel in each time slot. Fast
channel hopping is used in a number of applications and standards in order to improve
secrecy and to make the system more robust against jamming or interference. For ex-
ample, Bluetooth and WirelessHART [Fun06] employ fast channel hopping. Meanwhile,
this approach increases the overhead for a packet transmission, i.e., frequent channel
switching makes a device consume energy faster than others. Slow channel hopping
stays for multiple continuous time slots on a single channel before switching. Compared
to fast channel hopping, slow channel hopping generates less latency when two devices
need to rendezvous on a common channel. Hybrid channel hopping combines both fast
and slow channel hopping, where fast channel hopping improves the robustness towards
interference and slow hopping allows for fast rendezvous.
Generally, MOR exploits hybrid channel hopping scheme. Duty-cycled sensor nodes

perform fast channel hopping to ensure robustness towards the interference. That is, they
switch to a new channel in a short time slot so as to avoid keeping using a interfered
channel for rather long time. An always-on node (i.e., the sink), which does not go
to sleep mode at all, employs the slow channel hopping scheme to guarantee the fast
rendezvous of the last-hop neighbors. In this case, whenever there comes a packet
from last-hop neighbors to the sink, the sink can capture and receive it in at least one
“good” channel, simply because that the last-hop neighbors hop to a new channel more
frequently than the sink does.

2.3.2. Opportunistic Routing in WSNs

Approaches to opportunistic routing in duty-cycled WSNs differ from traditional unicast,
where packets are addressed to one specific neighbor. In traditional unicast, as shown
in Figure 2.3(a), if node 1 has a data frame to send, then it keeps sending a data frame
via a reliable link. A receiver, on the other hand, wakes up and detects the data by a
Clear Channel Assessment (CCA). In IEEE 802.15.4, the MAC layer employs the Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA) mechanism. CCA is used
in the physical layer to determine the channel occupancy [ISA11]. Generally, a CCA
performs Energy Detection (ED), or Carrier Sense (CS), or a combination of both. CCA
aims to report a busy channel upon detecting any energy above a preset ED threshold.
Afterwards, the receiver sends an acknowledgment back to the sender, i.e. node 1. Node
2 then sends the data frame to the destination, i.e., node 3. Node 3 wakes up, detects
the data by a CCA, receives the data frame, and sends back an acknowledgment. In this
case, the routing set is built based on the link quality. That means one node selects its
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next-hop forwarder from the neighboring nodes based on the link quality.
Opportunistic Routing for Wireless sensor networks (ORW) [LGDJ12] is an oppor-

tunistic routing scheme for duty-cycled WSNs. ORW uses anycast addressing a one-
to-any-one scenario where data packets are routed to any single member of a group of
potential receivers. Consequently, data packets in ORW are forwarded by one of the
neighboring nodes which (i) wakes up first, (ii) successfully receives the packet, and (iii)
provides routing progress. As shown in Figure 2.3(b), in LPL-anycast, node 1 repeats
sending the data frame regardless of the link quality. The next-hop node, who wakes
up earlier, detects the data frame using a CCA, receives the data, and acknowledges the
sender.
ORW is able to sufficiently reduce delay and energy consumption and improves the

resilience to wireless link dynamics. Furthermore, Opportunistic RPL (ORPL) integrates
the concepts of opportunistic routing with RPL [Win12], the standard protocol for low-
power and lossy Internet Protocol version 6 (IPv6)-based networks. ORPL provides any-
to-any and on-demand traffic. Both ORW and ORPL utilize the Expected Duty Cycles
(EDCs) [LGDJ12] as the routing metric. When a node is selecting its next-hop forwarder
from its neighboring nodes, EDCs of the neighboring nodes are used as a metric to
compare. This allows the node to select the set of neighboring nodes in different hops that
provide sufficient routing progress. Experimental results from testbeds show that ORW
and ORPL outperform the state-of-the-art solutions including RPL and the Collection
Tree Protocol (CTP) [GSC09] in terms of latency, power consumption, robustness, and
scalability.
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(a) LPL-based unicast. One sender unicasts the data packet over a single channel to a neighbor
based on a routing metric, e.g., link quality.
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(b) LPL-based anycast. One sender anycasts the data packet over a single channel to the neighbor
who wakes up earliest thus, reducing the delay.

Figure 2.3.: Low-power listening-based unicast and anycast using the same topology as
the one in Figure 2.2.
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2.3.3. MOR in a Nutshell

MOR extends opportunistic routing with multichannel hopping to combine their key
advantages: low latency and high energy efficiency of opportunistic routing with strong
robustness to interference of multichannel hopping. Thus, MOR inherits the spatial
and temporal diversities of opportunistic routing and additionally exploits the frequency
diversity of multichannel routing.
MOR builds on ORPL: It employs the EDC routing metric [LGDJ12] and the integra-

tion with RPL [Win12]. Additionally, unlike a number of synchronous MAC protocols
for WSNs, e.g., [KSC08] and [IVHJH11], MOR is based on asynchronous Low-Power
Listening (LPL). It, thus, does not lead to additional synchronization overhead within
the network and efficiently operates its channel hopping without coordination overhead.
Moreover, MOR does not only transmit opportunistically, but also selects channels op-
portunistically: For each listening and (re)transmission of the underlying MAC layer,
MOR utilizes a new channel. For example, while in ORPL it takes multiple transmissions
of the MAC on a single channel until one neighboring node wakes up and successfully
receives the packet, MOR does each of these (re)transmissions on a different channel.
Overall, MOR extends the concept of opportunistic routing to the frequency domain.

That is, in MOR, the first node that wakes up on the rendezvous channel and successfully
receives the packet, acts as a forwarder and, thus, provides the routing progress. We
show in our experimental evaluations that MOR significantly improves robustness in the
presence of interference when compared to other state-of-the-art protocols. In addition,
we show that the duty cycle of MOR is only approximately 0.3% higher when compared
to our baseline protocol ORPL in interference-free scenarios.

2.4. Design of MOR

In this section, we detail the design of MOR. We discuss the allocation of channels,
opportunistic channel rendezvous of senders and receivers, and implementation aspects
for integrating multichannel hopping scheme into opportunistic routing.

2.4.1. Channel Allocation

In MOR, we utilize a subset of the 16 IEEE 802.15.4 channels. To determine this sub-
set of channels, we execute a number of sets of experiments in FlockLab [LFZ+13b],
respectively on 16 individual ZigBee channels. We use the standard protocol Contiki-
MAC/RPL in Contiki OS [DGV04]. Note, that these experiments aim to help evaluating
the diversity of each channel, instead of the performance of the protocol.
Figure 2.4 reveals the link qualities of the 16 channels in FlockLab. As shown in the

figure, there are only eight “good” channels with an end-to-end PDR higher than 50%:
channel 26, 25, 20, 15, 21, 22, 19, 14 (sorted in order, with best quality first).
Employing all these eight channel shown in Figure 2.4 might not be advantageous,

while considering the trade-off between the number of channels utilized and the comput-
ing overhead: The more channels are utilized, the more time is required for the nodes
to rendezvous, because every receiving node needs to scan the “whitelist” of channels.
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Figure 2.4.: Average end-to-end reliability of 16 ZigBee channels evaluated with Contiki-
MAC in FlockLab. The red line indicates the PDR of 50%.

Besides, since low-power listening is required on each channel to exploit frequency di-
versity, the total energy consumption for channel sensing increases correspondingly as
the number of channel increases. Finally, using some “bad” channels does not help to
improve the reliability but leads to high latency and energy consumption.
Therefore, MOR chooses to assign three “best” ZigBee channels by default, for in-

stance, channel 15, 25, and 26. These channels are orthogonal to WiFi channels in most
scenarios: Even with a fully deployed WiFi network (IEEE 802.11 channel 1, 6, and 11),
there are still a few channels that are free from the interference (i.e., channel 15, 20, 25,
and 26) in [ANDIV14] and [MGC16]. Furthermore, the effectiveness of the number of
channels will be discussed in the following subsection and evaluated by experiments in
Section 2.5.

2.4.2. Channel Rendezvous

In this section, we discuss the rendezvous scheme of MOR. MOR operates without
synchronization: A node does not know when and on which channel a neighboring node
wakes up. As a result, a node opportunistically transmits repeatedly and on different
channels until its packet has been received. The sender and the receiver rendezvous until
they select the same channel at the same point in time. As a result, it provides an upper
bound of the TTR. Formally, the rotation closure property in an asynchronous channel
hopping system can be defined as follows by Bian et al. [BP11]:

∀k, l ∈ [0, T − 1], C(rotate(µ, k), rotate(ν, l)) ≥ m, (2.1)

where the positive natural number m is the degree of channel overlaps in the system
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and T represents the number of time slots. µ and ν denote two different channel hopping
sequences, respectively. C(µ, ν) denotes the number of rendezvous channels between two
channel hopping sequences µ and ν. A channel hopping sequence in T time slots (µ of T )
can be represented as a set of channel: µ = {µ0, µ1, ..., µT−1}. Furthermore, rotate(µ, k)
denotes a cyclic rotation of channel hopping sequence µ by k time slots, i.e.,

rotate(µ, k) = νj | νj = µj+k mod T, j ∈ [0, T − 1], (2.2)

where j, k are non-negative integers. Generally, if two channel hopping sequences
satisfy Equation 2.1, then two nodes with these two sequences µ and ν can rendezvous
on at leastm distinct channels. For instance, given T = 3, µ = {1, 2, 3} and ν = {3, 2, 1},
there exist k = 0 and l = 0 satisfying Equation 2.1, i.e., C(rotate(µ, 0), rotate(ν, 0)) ≥
1. Specifically, it means that by using these two sequences µ and ν, two nodes can
rendezvous at least on one channel, i.e., in the second time slot on channel 2 in this
example.
If T = 4, µ = {1, 2, 3, 4} and ν = {4, 3, 2, 1}, it renders C(rotate(µ, 0), rotate(ν, 0)) ≥

1 being false. Therefore, T = 3 guarantees that C(µ, ν) ≥ 1 is always true regardless of
the value of non-negative integers k and l. That means, these two sequences rendezvous
at least on one channel no matter how each individual sequence rotates. For the detailed
proof, we refer the reader to the paper of Lin et al. [LLCL11]. In this case, utilizing
three hopping channels in MOR is appropriate for maximizing the probability of fast
rendezvous. Consequently, an upper bound of the rendezvous time can be provided as
five (i.e., 2T − 1) time slots by these channel hopping sequences. Based on this, we
construct our channel rendezvous sequences in a round-robin fashion, as µ = {15, 25,26}
and ν = {15,26, 25} for transmitting and receiving, respectively.

2.4.3. Fast Channel Hopping

Generally, there are two types of sender-initiated channel hopping: slow hopping and
fast hopping as shown in Figure 2.5. Sender-initiated communication means that the
communications are initiated by the sender: Whenever sender has a data frame to
send, it starts keeping transmitting the packet until an Acknowledgment (ACK) has
been received or a time-out occurs. Before each reception, the receiver performs two
consecutive CCAs to check whether the medium is occupied. If the receiver detects
a busy channel, then it prepares to receive the data frame and sends back an ACK.
Otherwise, it switches to a different channel and repeats the CCA process. Figure 2.5(a)
shows the idea of slow hoping. That is, the sender stays on a channel for the whole
communication period. The receiver switches to another channel every time it wakes
up and keeps on this channel for two consecutive CCAs. Differently, in fast hopping,
the sender switches its channel for every single data frame and so does the receiver for
different CCAs, as depicted in Figure 2.5(b)
MOR employs fast channel hopping for both senders and receivers as shown in Fig-

ure 2.5(b). Thus, for each (re)transmission in the MAC layer, senders in MOR transmit
on a different channel, allowing it to quickly iterate over the channels in use. Receivers,
upon duty-cycled wake-up, sense the multiple channels. As a result, MOR ensures that
senders and receivers rendezvous quickly with this iteration.
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fast channel hopping in each time slot instead of the whole duty cycle, thus, significantly reducing
the TTR.

Figure 2.5.: Multichannel hopping schemes: slow hopping and fast hopping.

The transmission sequence of a sender consists of three steps: (i) sending, (ii) waiting
for an ACK, if there is an ACK received, the transmission is completed, otherwise (iii) the
sender switches to the next channel based on the rendezvous sequence. As soon as it gets
an ACK from the receiver, the sender enters to a low-power mode. Alternatively, it keeps
the transmission of the packet until a time-out occurs. If not successfully transmitted,
this packet will be re-transmitted in the next active period after a pre-defined time.
In a word, the sender performs fast channel hopping in each individual time slot, and
channels are chosen according to the rendezvous sequence.

Generally, when a receiver wakes up, it first senses the channel activity using a CCA,
and then hops to the next channel if it does not detect anything. If the receiver detects a
data packet on a particular channel, it prepares itself with the correct channel ready for
the next time slot and then goes into a fast-sleep mode. Furthermore, when a receiving
node wakes up in each duty cycle, it performs LPL by a number of consecutive channel
sensing, one per channel used by MOR. We set the number of CCAs M to the number
of channels N plus 1, i.e., M = N + 1. In MOR, the default number of channels is
N = 3, thus M is set to 4 by default. This increases the probability of early rendezvous
and the randomness of the channel selection: Receivers use a different starting index
of the hopping sequence to sense the channel every time they wake up. It exploits the
frequency diversity more opportunistically.

Overall, MOR trades more energy consumption of channel sensing and switching than
slow channel hopping strategies and single-channel approaches. However, this portion
of extra energy highly improves the robustness to interference by exploiting frequency
diversity, thus, enabling MOR to attain a better network performance. We illustrate
this further in Section 2.5.
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2.4.4. Implementation Aspects

In this section, we discuss the implementation details of MOR.

2.4.4.1. MAC and Routing Layer

We implement the multichannel extensions of MOR in the MAC layer. While MOR is
tailored to opportunistic routing and ORPL in particular, our modifications are trans-
parent to any routing protocol. To ensure a fair comparison, we retain the modifications
of the ContikiMAC [Dun11] version of ORPL [DLV13], i.e., 63 milliseconds (ms) guard
time for phase locking. This also includes five retransmission attempts with exponential
backoffs of the MAC layer, i.e., on top of the LPL of ContikiMAC.
Moreover, we choose EDC as the routing metric of MOR. Since ORPL uses only one

channel for communication, EDC calculation in ORPL is not appropriate for MOR.
Thus, we disable the minimal “penalty” function for updating the EDC value in the
MAC layer. Because in MOR, if one particular channel is busy, the sending node simply
switches to another one, which shall not have a negative effect for the routing metric
EDC.

2.4.4.2. Hit and Hop: Carrier Sense

With the fast multichannel hopping strategies of MOR, a node always switches to another
channel after a time slot, i.e., the time period to complete one packet transmission in
MOR. It is, as a result, more challenging for a receiver to not only rendezvous on the
same channel with the sender, but also detect the data packet. Thus, it requires the
protocol to ensure that the receiver can firstly rendezvous on the same channel with the
sender and secondly detects the data packet and successfully receives it.
As shown in Figure 2.5(b), every time it rendezvous with the sender on a particular

channel, the receiver prepares itself for the reception of data on the next-hop channel
that is determined by the sender’s round-robin hopping sequence. Basically, the receiver
follows the process of “Hit → Hop → Sleep → Listen”, whereas (i) “Hit” stands for the
receiver successfully rendezvousing with the sender on a common channel, (ii) “Hop”
means that it then hops to the next channel and enters a fast “Sleep” mode, (iii) after-
wards, before the start of next time slot in the sender, the receiver wakes up again, listens
to the channel and receives the packet. Therefore, while waking up after “Sleep” in this
procedure, the node can always receive the packet on the assigned channel. Throughout
this work, we assume that two consecutive channels in the hopping sequence are not
always interfered at exactly the same time point. This is assumed, because the channels
utilized by MOR are not influenced exactly by WiFi at the same time in most real-world
cases.

2.4.4.3. Slow Hopping of the Sink

By default, in both, unicast and opportunistic routing protocols including CTP, RPL,
ORW, and ORPL, the sink node is not duty-cycled. MOR reflects this always-on nature
of the sink in its channel-hopping strategy. Thus, the sink executes the slow hopping
strategy. For example, if MOR uses three channels, then the sink node hops to another
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channel every 1/3 of the duration of the duty cycle. As a result, MOR helps the last-hop
nodes to attain a rendezvous with the sink within the duration of one duty cycle. In
addition, this shortens the strobing time and effectively reduces the power consumption
of the last-hop nodes.

2.4.5. Summary

In summary, MOR effectively extends the concept of opportunistic routing to the fre-
quency domain: In MOR, the first node that wakes up on the rendezvous channel and
successfully receives the packet, acknowledges and acts as a forwarder. In next sec-
tion, we show that in our experiments MOR drastically improves robustness in presence
of interference when compared to other state-of-the-art protocols. Further, while in
interference-free scenarios, MOR trades only a small portion of the duty cycle to achieve
a similar performance as our baseline protocol ORPL.

2.5. Performance Evaluation

In this section, we perform an extensive experimental evaluation of MOR. We compare
MOR to the state-of-the-art, including ContikiMAC/RPL, ORPL, MiCMAC/RPL [AN-
DIV14], and Oppcast [MGC16], respectively, in scenarios with and without interference.
We focus on three key metrics to evaluate the performance of the protocols: reliability,
latency, and energy efficiency. To calculate PDR, we log both, the packets sent by each
node and the ones received by the sink. We measure latency based on the time-stamps
of the serial port outputs from the source nodes and the sink node. For energy efficiency,
we measure duty cycle by using the software-based energy profiler [DOTH07] of Contiki
OS.

2.5.1. Methodology

We use the FlockLab testbed [LFZ+13b] for our experimental evaluation. FlockLab
is a second generation WSN testbed developed and run by the Computer Engineering
and Networks Laboratory at the Swiss Federal Institute of Technology ETH Zürich in
Switzerland. It features a co-located and tightly coupled observer platform together
with every sensor node. This enables creating testing scenarios which are much more
realistic and hence more complex than with standard bus-based testbed architectures.
The testbed consists of 30 observers and one server which are spread across one level of
the ETZ-building at ETH Zürich and the surrounding rooftops, thus, supporting joint
indoor and outdoor testing of WSN applications. For more details, we refer readers to
the paper [LFZ+13b] and website1 of FlockLab. The topology of the testbed is shown
in Figure 2.6. We use node 16, a node on the edge of the network, as the network
sink to expand the network diameter. In all the experiments, we use the maximum
transmission power of the CC2420 radio chip [Tex06], i.e., 0 dBm. We run a periodic
data collection application, where each sensor node transmits a 64-byte payload as User
Datagram Protocol (UDP) datagram over IPv6 over Low power Wireless Personal Area

1https://gitlab.ethz.ch/tec/public/flocklab/wikis/home
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Networks (6LoWPAN) to the sink node with an average interval of two minutes. The
default wake-up frequency of all protocols is 2 Hz. We use JamLab [BVN+11] to generate
interference in a deterministic and reproducible manner.
For each experimental setting, we perform five independent runs and each run lasts 60

minutes. Experiments with three interfering nodes are executed for 90 minutes. All the
results are averaged over these five runs, and the standard deviations are shown by error
bars. Following recent trends, such as the 2016 EWSN Dependability Competition2, we
include the whole experimental run in our evaluation, including the starting phase of
network initialization. The phase of initialization is more energy-consuming since senor
nodes have to communicate more frequently so as to discover their neighbors and build
their own lists of neighbors. However, considering this phase is realistic with respect
to the protocol performance in real-world scenarios. This is also justified by the short
initialization time of ORPL and other opportunistic routing protocols, as we show in
our evaluation.

2.5.2. Protocols

We compare MOR to RPL, ORPL, MiCMAC, and Oppcast [MGC16], four state-of-the-
art routing protocols, which are all implemented in Contiki OS [DGV04].

• ContikiMAC/RPL: RPL is a unicast, tree-based data collection protocol. It uses
the Expected Transmission Count (ETX) routing metric (by default) and operates
over a single radio channel. We run RPL on ContikiMAC [DEFT11], a default
power-saving MAC in Contiki OS. It is duty-cycled and employs LPL with optional
phase lock. In our experiments, we choose channel 26 to limit external interference
and obtain predictable performance.

• ContikiMAC/ORPL: ORPL is an extension of RPL and employs opportunistic
routing over a single channel. As for ORPL, we use channel 26 if not noted
elsewise. ORPL utilizes EDC as routing metric.

• MiCMAC/RPL: To exploit the frequency diversity, MiCMAC extends ContikiMAC
with a multichannel hopping scheme. By default, MiCMAC runs RPL as routing
protocol.

• Oppcast: Oppcast is an opportunistic, multichannel data collection protocol based
on Low-Power Probing (LPP). It applies a combination of spatial and frequency
diversities. It selects three best ZigBee channels out of 16 for channel hopping and
it considers the hop count as the routing metric. MOR is different from Oppcast
in utilizing different MAC-layer techniques and different routing metrics.

2.5.3. Cost of Multichannel Routing

As first step, we compare MOR to single-channel routing protocols, ContikiMAC/RPL
and ContikiMAC/ORPL. Our goal is to measure the overhead of MOR compared to the
traditional, single-channel routing protocols in scenarios without interference. In this

2ewsn2016.tugraz.at
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Figure 2.6.: The deployment of sensor nodes in FlockLab.

scenario, RPL and ORPL operate on channel 26 and MOR utilizes three channels: 26,
25, and 15. We show that the multichannel operation of MOR leads to a reasonable
overhead when compared to both RPL and ORPL. Figure 2.7 presents the results of
these three protocols, with respect to PDR, latency, and duty cycle.
Taking latency and duty cycle into account, ORPL outperforms both MOR and RPL

protocols, with MOR outperforming RPL. MOR inherits key advantages of ORPL such
as the high PDR. Namely, MOR achieves an average PDR of 99.26%, slightly better
than the one of ORPL (98.41%).
On the other hand, utilizing more communication channels, MOR inevitably suffers an

approximate 0.21 second longer average end-to-end latency than ORPL. Also, its duty
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Figure 2.7.: Effectiveness of opportunistic routing. In interference-free scenarios, ORPL
performs slightly better than MOR in terms of latency and duty cycle, since
it operates over a single channel, leading to less overhead than in MOR.
In terms of PDR, MOR achieves similar performance to ORPL. ORPL and
MOR outperform RPL on all three metrics.

cycle increases from roughly 0.70% to 0.95% when compared to ORPL. These results
show that multichannel routing in MOR does not come for free, but with a — as we
argue — reasonable overhead. Later, we show that this overhead becomes negligible,
once we add interference or switch away from channel 26.

2.5.4. Benefits of Multichannel Routing

In this section, we evaluate the performance of MOR and related approaches under inter-
ference. We compare MOR with our baseline protocol ORPL and two other state-of-the-
art multichannel protocols for WSNs, namely MiCMAC/RPL and Oppcast. By default,
MiCMAC/RPL utilizes four channels. In contrast, Oppcast utilizes three channels — at
least the version provided by the authors to us. Thus, to ensure a fair comparison, we
depict results for two configurations of MOR: with three and four channels, denoted as
MOR(3) and MOR(4). We use channels 26, 25, and 15 and channels 26, 25, 20, and 15,
respectively, in MOR(3) and MOR(4).
We use JamLab [BVN+11] to introduce external interference in the testbed. In this

setup, a JamLab node acts as a jamming (or an interference) node. For the experiments
in this section, we select node 22 in FlockLab as the jamming node, which is close to
the sink node 16. We hence expect node 22 to strongly influence the performance of
the different protocols. To ensure fairness, we switch on the source of interference after
the start of each experiment so that each protocol has time to complete the initial setup
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of its routing tables. We use a transmit power of 0 dBm on channel 26 and keep it on
until the test is completed. Our goal is to illustrate the impact that a single interfering
node has on the performance of each individual protocol. Later, we extend to dynamic
interference scenarios with multiple jamming nodes.
Figure 2.8 shows the key metrics of the above-mentioned protocols under an augmented

interference. As a single-channel protocol, ORPL suffers the most: When compared to
the scenario without interference, its PDR drops to approximately 25% while its radio
duty cycle rises to above 2%. MiCMAC/RPL shows a PDR of about 43% with very
high latency and duty cycle. Oppcast, a recent state-of-the-art multichannel protocol,
performs fairly well in terms of PDR and latency. However, in terms of duty cycle,
Oppcast performs worse than ORPL and both configurations of MOR. Oppcast has a
higher duty cycle: ORPL has roughly 2.2%, Oppcast 3.1%, and MOR 1.5% and 1.7%,
for three and four different channels, respectively.
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Figure 2.8.: Multichannel routing under interference. MOR is superior to other protocols
in the light of PDR, latency, and duty cycle. As a single-channel protocol,
interference has the strongest impact on ORPL. MiCMAC and Oppcast
improve over ORPL, but MOR outperforms them with its fast hopping
strategy.

In contrast, MOR outperforms other protocols under interference: Both configurations
of MOR are able to obtain a high reliability of over 98.5%. Similarly, MOR achieves a
lower latency and the lowest duty cycle: MOR shows a less than 1.4 seconds latency and
less than 1.7% duty cycle with both configurations.
Figure 2.9 summarizes the key metrics of every individual sensor node under two

conditions accordingly: with and without emulated interference, respectively in Con-
tikiMAC/ORPL, MiCMAC/RPL, Oppcast, MOR(3) and MOR(4). Please note, that
we use log-10 scale for the y-axis of latency in Figure 2.9, in Figure 2.10, as well as
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in Figure 2.11. Overall, MOR accomplishes a duty cycle that is roughly half the one
of Oppcast, the second best protocol in this setting, while — in addition — achieving
improved reliability and latency.

2.5.5. Resilience to Interference

In this section, we evaluate MOR, ORPL, MiCMAC/RPL, and Oppcast, respectively,
under (static) single-channel and (dynamic) multichannel interference: Three jamming
nodes are dynamically enabled on a single channel and on multiple channels throughout
the experiment. We are interested to evaluate the performance of the selected protocols
under different levels of interference on a single channel, as well as the robustness under
multichannel interference.

2.5.5.1. Resilience to Single-channel Interference

We evaluate MOR, ORPL, MiCMAC/RPL, and Oppcast under relatively static inter-
ference with different levels. Three jamming nodes are enabled throughout a 90-minute
experiment. We select node 15, 19, and 22 of FlockLab as jamming nodes. These nodes
are well distributed over the testbed.
In this experiment, we change the communication channel from channel 26 to channel

15 so as to address the frequency diversity. In this case, ORPL uses channel 15 as its
single channel. Also, we interfere channel 15. We divide each 90-minute test into two
periods of 45 minutes. Each 45-minute period consists of three phases of a 15-minute
run: (i) No jamming node is enabled; (ii) One jamming node (node 15) is enabled; And
(iii) three jamming nodes are enabled. Our aim is to evaluate the impact of different
levels of interference (on a single channel) on the performance and the ability of the
protocols to recover after interference.
Figure 2.10 illustrates our metrics over time: Both, MOR and Oppcast, bear a strong

capability to withstand the interference, maintaining higher PDR, lower latency and duty
cycle, independent of the interference levels. These protocols benefit from frequency di-
versity, that is, while there is interference on a certain channel, the other channels can
be effectively utilized opportunistically. Nonetheless, the higher radio duty cycle of Op-
pcast becomes apparent: It is constantly roughly twice as high as MOR(3), independent
of whether there is interference or not. Furthermore, under severe interfered conditions,
MiCMAC/RPL earns a better performance than ContikiMAC/ORPL with respect to
the average end-to-end PDR and latency. However, MiCMAC/RPL has to pay a high
duty cycle of approximately 8%.
On the contrary, the performance of the single-channel ContikiMAC/ORPL degrades

along with the aggressiveness of the interference, i.e., the more aggressive the interference
is, the lower reliability ORPL gains. It is interesting to observe how the performance of
ContikiMAC/ORPL recovers once interference ends. Overall, the results underline that
MOR obtains a robust performance even under strong adverse conditions, outperforming
the state-of-the-art protocols.
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Figure 2.10.: Impact of single-channel interference. The areas filled with white color
represent the interference-free conditions, while the areas filled with light
green and dark green indicate the interfered conditions with one jamming
node and three jamming nodes, respectively. Note, that the latency values
are shown in log-10 scale.

2.5.5.2. Resilience to Multichannel Interference

Furthermore, we evaluate MOR, ORPL, MiCMAC/RPL, and Oppcast under dynamic
interference. Similarly, three jamming nodes (node 19, 22, and 32) are enabled through-
out a 60-minutes experiment.

To introduce dynamic interference, we enable jamming nodes interfere in various chan-
nels, i.e., 16 IEEE 802.15.4 channels in this experiment. That means, a jamming node is
able to hop to a different channel every second, spanning from channel 11 to 26. There-
fore, in this case, it cannot be assumed that some IEEE 802.15.4 channels are constantly
interference-free throughout the testbed.
We divide each 60-minutes test into four periods of 15 minutes: First quarter, no

jamming node is enabled; Second quarter, one multichannel jamming node (node 32)
is enabled; Third quarter, two multichannel jamming nodes (node 19 and 32) are en-
abled; And last quarter, all three multichannel jamming nodes (node 19, 22, and 32)
are enabled. Our aim is to evaluate the impact of dynamics of interference (on multiple
channels) on the performance of the protocols.
Figure 2.11 reveals the performance metrics over time: Both, MOR and Oppcast, bear

a strong capability to withstand the interference, maintaining higher PDR, lower latency,
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and lower duty cycle, independent of interference levels, benefiting from frequency di-
versity. Both, MOR(3) and MOR(4), achieve a higher reliability, a lower latency, and a
lower duty cycle than the other protocols. Nonetheless, Oppcast still maintains a higher
duty cycle than MOR. The duty cycle of Oppcast is roughly twice as high as the one of
MOR(4), independent of whether there is interference or not. These protocols benefit
from frequency diversity, that is, while there is interference existing on a certain channel,
the other “good” channels can be effectively utilized.

Furthermore, thanks to the opportunistic routing, ORPL performs better than MiC-
MAC/RPL with respect to average end-to-end PDR and duty cycle, however, with a
higher latency. It is also interesting to observe how ORPL performs, once interference is
more dynamic. Overall, the results underline that MOR obtains a robust performance
even under more realistic dynamic interference, thereby outperforming the state-of-the-
art protocols.
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Figure 2.11.: Impact of dynamic multichannel interference. The areas in white represent
the interference-free conditions, while the areas in light green, medium
green, and dark green indicate interfered conditions, with one, two, and
three multichannel jamming nodes, correspondingly. Note, that the la-
tency values are shown in log-10 scale. ORPL has the ability to resist this
type of (short-term) dynamic interference, but trades a portion of latency.
MOR and Oppcast, both, perform better than the others in terms of PDR,
latency, and duty cycle. Oppcast, however, introduces a higher duty cycle
compared to MOR.
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2.5.6. Impact of Low-level Parameters

In this section, we provide a set of low-level benchmarks to further evaluate the key
parameters, for example, the number of assigned channels and the wake-up rate in the
MAC layer.

2.5.6.1. Wake-up Interval

At first, we investigate how the wake-up interval of sensor nodes in MOR affects our
metrics of reliability, latency, and duty cycle. We preserve the same settings as before,
e.g., the number of nodes is 30, and we generate one data packet per node every two
minutes. In this experiment, we configure wake-up intervals of 62.5, 125, 250, 500, and
1000 ms, representing channel check rates of 16, 8, 4, 2, and 1 Hz, respectively.
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Figure 2.12.: Effectiveness of the channel check rate in MOR. Performance metrics vary
along with utilizing different channel check rates.

Figure 2.12 depicts the impact of the different channel check rates in the MAC layer.
The results underline that configurations with channel check rates of 2 Hz efficiently
balance end-to-end reliability, latency, and power consumption. More specifically, the
detailed energy profiles are illustrated in Figure 2.12(d). Basically, the energy cost of
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the MAC baseline decreases when increasing the wake-up interval: A larger channel
check rate results in more channel listening and, thus, increases power consumption.
Additionally, when the wake-up interval increases, the energy spent by each transmission
is also increasing: When the channel check rate decreases, then the strobing time of a
packet is also increased until a rendezvous with a receiver on the same channel happens.

2.5.6.2. Number of Channels

Next, we evaluate the impact of the number of channels MOR utilizes. We expect that
the power consumption increases when the number of utilized channels increases. Using
more channels inherently increases the time until rendezvous and adds channel switching
overhead, LPL overhead on each individual channel. Figure 2.4 indicates that there are
only eight “good” channels in FlockLab, i.e, channels with more than 50% end-to-end
PDR: channel 26, 25, 20, 15, 21, 22, 19, and 14 (sorted in order of decreasing quality).
To quantify the impact of the number of channels in detail, we run experiments of MOR
in FlockLab using from two to eight of these channels. In this experiment, we do not add
additional interference next to the interference that is already present in the testbed,
e.g., from WiFi or Bluetooth.
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Figure 2.13.: Cost of the number of channels used in MOR. While PDR stays high,
latency and duty cycle increase for each channel added.

Figure 2.13 demonstrates how the performance metrics, i.e., PDR, latency, and duty
cycle, change when using more channels in MOR. PDR stays high, while both, latency
and radio duty cycle, increase — as expected — when increasing the number of channels
used. The latency here, however, does not increases linearly with the number of channels.
One possible reason for this can be that, as the number of channels increases, several “not-
so-good” channels are also in use, which produces a negative effect on latency. Therefore,
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2. Multichannel Opportunistic Routing

we argue that it is sufficient to choose the number of channels to reflect the amount of
interference expected. Additionally, we have shown in previous sections that even under
strong interference, three channels are sufficient to maintain good performance.

2.5.7. Discussion

Table 2.1 summarizes our experimental results in four scenarios: (i) an interference-free
scenario; (ii) scenario with only one interference source near the sink; (iii) scenario with
three interference sources in one single channel across the network; And (iv) scenario
with three multichannel interference sources across the network.
Our experimental results reveal that multichannel routing in MOR comes at a cost:

In an interference-free environment MOR sacrifices latency and radio duty cycles when
compared to ORPL. However, under interference MOR outperforms other state-of-the-
art protocols, including Oppcast and MiCMAC. MOR attains approximately half the
duty cycle than Oppcast, the protocol with the second best results and also improves in
terms of reliability and latency over the state-of-the-art. Moreover, MOR shows these
results independently of the level and the dynamic of interference.
Meanwhile, there are only few limitations in MOR: Practically, the channel rendezvous

sequence becomes longer and more complex as the number of channels increases. As a
result, the probability of rendezvous in a short period of time cannot always be guar-
anteed to be 100%. The rendezvous time can vary strongly due to the design of the
hopping frequency sequence.
In addition, in scenarios with aggressive interference, i.e., simultaneously on many

channels, MOR can only keep its robust performance when at least one channel is avail-
able at each point in time. However, this situation might not be practical because the
interference does not exist on all the channels simultaneously and for a long period of
time; otherwise all the communication protocols on these channels would easily fail.
Moreover, the link quality of channels changes over time and can be different in different
parts of the network.
To sum up, in this section, we demonstrated the performance of different protocols

respectively in different scenarios: interference-free, interfered, and dynamic interfered
scenarios. Our experimental results reveal that in the interference-free scenario, MOR
effectively inherits the benefits from opportunistic routing. It achieves the best perfor-
mance in interfered scenarios in terms of PDR, latency, and duty cycle compared to
other state-of-the-art protocols. Besides, MOR is able to maintain the robust perfor-
mance even under adverse conditions of dynamic interfered scenario.

2.6. Conclusion

This chapter introduced MOR, a multichannel opportunistic routing protocol for low-
power duty-cycled WSNs. MOR applies multichannel hopping strategies in opportunistic
routing, thus, exploiting spatial, temporal, and frequency diversities in WSNs. The
opportunistic nature of the packet forwarding in MOR is essential for its performance:
In contrast to traditional approaches to unicast routing, e.g., RPL or CTP, MOR does
not have to ensure rendezvous with one particular parent. MOR only needs a rendezvous
with one of the typically many potential forwarders. Thereby, MOR benefits from both,
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2. Multichannel Opportunistic Routing

spatial and frequency diversities: If one neighbor is not available on a particular channel,
then it either utilizes a different forwarder or a different channel.
We implemented our protocol in Contiki OS and evaluated it with extensive exper-

iments in FlockLab. With trading only a slight portion of power consumption, MOR
achieves higher than 98.50% average end-to-end reliability and less than 1.60 seconds av-
erage end-to-end latency, in both, interference-free and severely interfered environments.
Furthermore, MOR maintains a more robust resilience to highly dynamic interference
with less duty cycle while compared to other protocols. To sum up, MOR outperforms
the state-of-the-art protocols in the light of end-to-end reliability, latency, and power
consumption.
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3
Machine Learning-based Flooding

3.1. Introduction

Network flooding is a protocol that delivers messages from a source node to all other
nodes in a connected network. For instance, the Open Shortest Path First (OSPF) proto-
col [Moy97] in Internet Protocol (IP) networks uses flooding to update router information
in a network. In addition, as an essential operation for WSNs, flooding is widely used for
information dissemination, bulk data transfer, code update, time synchronization, and
network configuration. In the last few years, flooding in WSNs has been experimentally
proven to be fast, reliable, and energy-efficient [LW09, FZTS11]. Recently Concurrent
Transmission (CT)-based flooding has been introduced in low-power wireless networks
as a promising technique for data dissemination. For example, Flash Flooding [LW09]
and the Glossy protocol [FZTS11] (referred to as “Glossy” in the following) exploit con-
structive interference and the capture effect to achieve highly reliable data flooding in
multihop WSNs. These protocols significantly increase network throughput, enhance
packet transmission reliability, and reduce flooding latency.
However, these protocols have to introduce high communication redundancy in order

to attain high reliability. That is, to obtain a fast and reliable coverage of the whole
network, each sensor node has to broadcast the received packet until every node in the
network has been covered. Consequently, there exists a large degree of transmission
redundancy, i.e., many of these broadcast transmissions are not necessary. Figure 3.1
demonstrates a network with three nodes: node I, A, and B. As shown in Figure 3.1(a),
at first node I broadcasts a packet. After both, node A and B receive the packet, they re-
broadcast the packet to each other and to node I, shown in Figure 3.1(b). Apparently, the
last two transmissions are unnecessary in the case of delivering the information to every
node in a network. Such transmissions are defined as broadcast redundancy. In this case,
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3. Machine Learning-based Flooding

sensor nodes consume much more energy than expected. This type of aggressive flood-
ing, generally referred to as blind flooding [TNCS02], is not energy-efficient. Moreover,
redundant transmissions can cause a more serious broadcast storm problem [NTCS99],
lead to overwhelmed packet contentions and collisions in a network.

I

BA

(a)

I

BA

(b)

Figure 3.1.: Redundant transmissions by flooding. In (a), node I broadcasts a packet to
node A and B. In (b), both node A and B then rebroadcast the received
packet to the others.

Moreover, CT-based flooding also suffers from a scalability problem with respect to
the temporal misalignment [NPPS+15], since concurrent transmissions highly depend
on tight time synchronizations between transmitters. Namely, the packet reception rate
degrades as the node density or the size of the network increases. As discussed by the
authors in [LFZ13a,RKP+16], the probability of receiving a packet due to the capture
effect drops notably as the number of synchronous transmitters increases. To overcome
these problems, Chaos [LFZ13a] exploits in-network processing together with concurrent
transmissions: While each node receives a packet, it spends a fixed period of time (pro-
cessing time) to process the data and then makes a decision whether it is necessary to
forward the received packet. In this case, it is able to appropriately decrease the number
of concurrent transmitters and maintain a best-effort performance even in high-density
WSNs. Furthermore, CXFS [CCT+13] concentrates on one-to-one data transmission
and builds a forwarder-selection scheme on CT-based flooding. CXFS aims to reduce
wasteful transmissions, thus to improve energy efficiency and throughput, while provid-
ing a similar reliability. While Chaos and CXFS are based on the Glossy protocol, they
still belong to blind flooding after all. To achieve high reliability, these flooding proto-
cols are required to repeat the transmission for a fixed number of times. For instance,
Glossy sets the maximal number of transmission to five by default to accomplish high
reliability.
In order to avoid blind flooding but at the same time maintain high reliability, each

sensor node should be able to decide whether or not it is essential to forward the re-
ceived packet based on the current environmental conditions. Decisions are adaptive
to maintain a good performance of the network while minimizing transmission redun-
dancy. Therefore, this decision-making adaptation can be converted to an optimization
problem.
Generally, reinforcement learning [Sut84, SB98] techniques are effectively applied to

solve these types of optimization problems. Reinforcement learning is a class of learning
algorithms that attempts to maximize the cumulative reward by taking a specific action
in a given state and following a predefined policy thereafter. Additionally, among all
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3.1. Introduction

the reinforcement learning techniques, a set of so-called multi-armed bandit algorithms
is particularly suitable for the optimization of CT-based WSNs. That is because the
number of transmissions in each sensor node can be furthermore modeled as a multi-
armed bandit problem, originally described by Robins [Rob85].

A multi-armed bandit, also called K-armed bandit, is similar to a traditional slot
machine but generally with more than one lever. As further explained by Auer et
al. [ACBFS95], in a multi-armed bandit problem, a gambler need to choose which of slot
machines to play. At each time step, the gambler pulls the arm of one of the machines.
After that, he receives a reward or a payoff. The purpose is to maximize the total reward
over a sequence of trials. Therefore, the goal is to find the arm with the best expected
return as early as possible, and then to keep gambling using that arm, since each arm is
assumed to have a different distribution of rewards. Similarly, this type of multi-armed
bandit algorithm investigates the selection of the “best” action for the dynamic situations
in low-power and lossy WSNs as well.

We propose Less is More (LiM), a machine learning-based data dissemination proto-
col for low-power multihop WSNs. In designing LiM, we utilize a reinforcement learning
technique to reduce redundant broadcast transmissions. We model the optimization of
the transmission times in each sensor node as a multi-armed bandit problem. Besides, we
exploit an exponential-weight algorithm for exploration and exploitation (called Exp3 ),
for bandit learning in each sensor node of the WSN. Incorporated with concurrent trans-
missions, LiM is able to effectively achieve high end-to-end reliability and low end-to-end
latency. Moreover, LiM empowers sensor nodes with a learning capability to reduce the
redundancy of the flooding step by step, thereby significantly lowering power consump-
tion. We implement LiM in Contiki [DGV04] and conduct extensive experiments in a
30-node testbed — FlockLab [LFZ+13b]. Furthermore, we compare LiM to the baseline
protocol Glossy [FZTS11] focusing on reducing communication redundancy in flooding.

Our evaluation shows that LiM is able to effectively limit the number of transmissions
of the sensor nodes while still preserving high reliability and energy efficiency, as well as
low latency: Sensor nodes, which do not belong to the backbone of the network, stay only
in receiving and sleeping mode. The others execute the decision-making based on their
obtained experience from the learning phase. With various levels of transmission (TX)
power and different topologies, LiM obtains an average reliability of over 99.70% and an
average end-to-end latency of less than 2.4 ms in all experimental scenarios. Moreover,
LiM reduces the radio-on time by at least 30% compared to the default configuration of
Glossy.

The remainder of this chapter is organized as follows. Section 3.2 discusses related
work with two foci: on Glossy-based flooding protocols and on bandit-learning strategies
applied in WSNs. Section 3.3 explains the basis of LiM and provides a brief overview.
Section 3.4 details the design perspectives of LiM, followed by performance evaluations
elaborated in Section 3.5. Section 3.6 concludes our work and leads to an outlook for
future work.
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3. Machine Learning-based Flooding

3.2. Related Work

In this section, we review a number of existing research work in terms of CT flooding
protocols in WSNs, multi-armed bandit algorithms, and the bandit learning in WSNs.

3.2.1. CT-based Flooding Protocols

Network flooding is one of the most fundamental services in WSNs. It forms the basis for
a wide range of applications and network operations. Glossy [FZTS11] provides a fast
and efficient network flooding service by using concurrent transmissions in WSNs. By
exploiting constructive interference and the capture effect on the physical layer, Glossy
is able to get an average packet delivery ratio of 99.99% in real testbeds. Afterwards,
Ferrari et al. adds an application-level scheduler to construct a so-called Low-power
Wireless Bus (LWB) [FZMT12]. LWB centrally schedules the data communication to
support one-to-many, many-to-one, and many-to-many traffic patterns in WSNs. On
the contrary, Chaos [LFZ13a] builds on Glossy to achieve fast all-to-all data sharing in a
distributed manner. Chaos further combines programmable in-network processing with
concurrent transmissions in WSNs.
Splash [DCL13] builds a tree pipeline [RCBG10] on Glossy, thereby improving channel

utilization. Furthermore, Pando [DLZL15] integrates fountain code [Mac05] together
with CT and disseminates packets as data pipelines so as to overcome the long-tail
problem of Splash. While Glossy disseminates one packet in each communication round,
Splash and Pando are designed to deliver large data objects to all nodes in a network,
e.g., an up-to-date image for the purpose of reprogramming WSN-based applications.
Ripple [YH15] also relies on Splash and network coding techniques to further improve
particularly in terms of network throughput.
Carlson et al. propose CXFS [CCT+13], a forwarder selection mechanism for con-

current transmissions. In CXFS, sensor nodes use a hop count in each packet to get
their relative distance to each other. CXFS builds on Glossy and supports point-to-
point transmissions while achieving high reliability, high energy efficiency, and high
throughput. Moreover, Sparkle [YRH14] selects subsets of nodes that participate in
Glossy-based flooding. It also supports one-to-one communication. Similarly, Lane-
Flood [BLS16] is built on Glossy and further integrates the forwarder selection scheme of
CXFS with application-level network protocols in WSNs. LaneFlood thus supports one-
to-one traffic, forwarder selection, and standard protocols in IoT such as TCP/UDP and
the Constrained Application Protocol (CoAP). RTF [ZRHK15] further extends Sparkle
and exploits TDMA for data scheduling to improve reliability and energy efficiency in
point-to-point traffic. RFT identifies reliable relay nodes to limit the number of concur-
rently active neighbors to save more energy.

3.2.2. Multi-armed Bandit Algorithms

Many real-word problems require decisions to be made for maximizing the expected
reward. Over the last two decades, a number of algorithms have been designed for this
purpose.
One simple strategy, called ε-greedy, was first investigated by Watkins [Wat89]. This
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method introduces an ε-frequency, which is configured by the users, to decide the prob-
ability of uniformly trying an action. Otherwise, the algorithm executes the action with
the highest mean value µ. The Exp3 algorithm [ACBFS95], first introduced by Auer,
considers using a modified softmax function to decide the possibility of trying different
actions.
Besides, several more strategies were proposed after ε-greedy and Exp3. For instance,

in 1998, Cesa-Bianchi et al. introduced SOFTMIX [CBF98]. In 2005, Vermorel et
al. introduced the POKER algorithm [VM05]. These algorithms are claimed to perform
better than ε-greedy and Exp3. However, compared to the others, Exp3 is simple, widely
used, and easy to be implemented on an embedded sensor device, especially running on
Contiki OS. In this work, we select the Exp3 algorithm as a candidate (i) to prove
the feasibility of reinforcement learning algorithms in resource-constrained sensor nodes,
and (ii) to evaluate the usability and adaptability of this kinds of learning algorithms in
WSNs.

3.2.3. Bandit Learning in WSNs

In [MB07], Motamedi et al. propose a distributed multi-channel MAC protocol for wire-
less networks. It formulates the dynamic channel selection in wireless networks as a
multi-armed bandit problem and derives optimal channel selection rules. The authors
investigate the effectiveness of their protocol by using simulations only. Thus, the effec-
tiveness in real-world scenarios is therefore not clear.
Similarly, another multi-channel access scheme is proposed in [ZSJS16] to schedule the

access for cognitive users, in order to maximize the throughput in cognitive radio-based
WSNs. By their simulation results, the authors claim that the proposed scheme can
effectively improve the utilization of the idle spectrum and guarantees the fairness of
selecting channels between cognitive users.
In [KF14], Kadono et al. propose a budget-limited multi-armed bandit algorithm,

which is suitable for resource-constrained WSNs. It can limit sources to be retrieved
when a relatively hard budget limitation has been applied. By conducting simulations,
the authors claim that the proposed protocol outperforms the state-of-the-art.
Authors in [dPAP12] present a duty cycle learning algorithm (DCLA) for IEEE

802.15.4 WSNs. DCLA automatically adapts the duty cycle during run-time to mini-
mize power consumption and to balance the packet delivery ratio and delay constraints
of the application. It estimates the incoming traffic by collecting network information
during each active phase and then uses a reinforcement learning framework to learn the
best duty cycle at each beacon interval. Simulations demonstrate that the proposed
scheme achieves the best overall performance for both, constant and event-based traffic,
compared to existing IEEE 802.15.4 duty-cycled adaptation schemes.
In [TTRJ12], the authors study the long-term information collection in the WSN

domain. They propose a multi-armed bandit-based approach for the energy management
problem in WSNs. They also describe a multi-armed bandit algorithm — Exp3 — that
can be used to efficiently deal with the energy management problem. They show through
simulations that their approaches improve the performance of the network by up to 120%.

In [VRP12], Villaverde et al. present a route selection algorithm (InRout), which
shares local information among neighboring nodes to enable efficient, distributed route
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selection. They model it as a as a multi-armed bandit problem and use Q-learning
techniques to obtain the best routes based on current network conditions and application
settings. The authors compare InRout with existing approaches by simulations. Their
results demonstrate that InRout provides gains ranging from 4% to 60% in the number
of successfully delivered packets compared to current approaches while having a lower
control overhead.

3.2.4. Summary

Concurrent transmissions — a promising technique in this field — allow highly energy-
efficient, low-power communication in WSNs. The technique has been developed and
integrated with different standards and techniques. None of the state-of-the-art pro-
tocols, however, makes a great effort to apply an adaptive machine-learning scheme to
concurrent transmissions. On the other hand, the bandit-learning scheme has been ex-
ploited in the field of WSNs for smart duty cycling, long-term energy management, and
route selection. Most of the work has been investigated by using simulations only. As a
consequence, their effectiveness in real-world scenarios has not been shown yet.
LiM incorporates concurrent transmission with a bandit-learning scheme in order to

take advantage of both techniques. Meanwhile, LiM proves the feasibility of apply-
ing relatively light-weight machine-learning techniques to concurrent transmission for
low-power wireless networks in real-world applications. To the best of our knowledge,
LiM is the first primitive that integrates a machine-learning scheme with concurrent
transmissions, especially for low-power multihop WSNs. We believe that LiM is able
to be further developed to robustly resist more adverse conditions in reality, e.g., with
a channel hopping scheme in [ZLT17], and to satisfy the requirements of the various
applications.

3.3. Overview

In this section, we explain the basis of LiM in two dimensions: (i) reliable flooding and
(ii) machine leaning. Then, we provide a brief overview of the protocol.

3.3.1. Reliable Flooding

Proposed in 2011, Glossy [FZTS11] is one of the most representative CT-based flooding
protocols in the WSN community. Basically, Glossy exploits both, constructive interfer-
ence to superimpose (identical) packets and the capture effect to ensure that a receiver
is actually able to correctly demodulate a received packet. These two mechanisms em-
power Glossy to manage a highly reliable flooding and an accurate time synchronization.
In Glossy, nodes concurrently transmit packets in a receive-and-forward scheme, which
means that nodes receive a valid packet and forward it immediately. Messages are prop-
agated through the network without contention of the wireless medium. Therefore, the
latency of flooding could approximately reach the theoretical upper bound, as studied
in [FZTS11]. Moreover, nodes in the network get clock-synchronized to the initiator in
order to estimate the time to wake up, thereby saving much energy.
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Figure 3.2 demonstrates one Glossy flooding example. The network consists three
nodes, which are highly time-synchronized among each other. Node I can reach node A
but not B, and node B can reach node A but not I, as shown in the figure. Nodes are
configured with the number of transmissions equals to two, i.e. N = 2, which means
each node only transmits the packet twice in total. At first, node I starts to send a
packet to node A in time slot 0, as a normal transmission. After node A has successfully
received the packet, it transmits the packet to both, node I and B in time slot 1. In
time slot 2, as node I and B have received the packet, both of them synchronously send
the packet to node A, as concurrent transmissions. At the end of this time slot, node
I finishes two transmissions and goes into a sleep mode. In time slot 3, node A sends
the packet to node B and then goes to sleep. Node B receives the packet in time slot
4. Afterwards, it sends the received packet again and goes to sleep. At the end, one
data packet from node I has been reliably disseminated to each node in the network for
several times.
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RX TX

Time Slot 0 1 2 3 4
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RX
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Radio-on 
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Normal 
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Figure 3.2.: Example of a Glossy flooding round with N = 2 in a topology of three
nodes. Black lines connecting the nodes imply the communication links.
Each node transmits only twice in total. Nodes always concurrently transmit
packets once they have received them. Thin arrow lines stand for a normal
transmission, where CT does not exist to the receiver. Thick arrow lines
refer to a CT, where occur the constructive interference and the capture
effect to the receiver.

3.3.1.1. Constructive Interference

In physics, interference is a phenomenon in which two or more waveforms superpose to
form a resultant wave, which is either reinforced or canceled. As shown in Figure 3.3(a),
constructive interference is generated from the two identical waves 1 and 2, which leads
to a wave of greater amplitude. Otherwise, destructive interference is created when the
two waves cancel each other, thus resulting a wave of weaker amplitude, as shown in
Figure 3.3(b).
Specifically, in WSNs, constructive interference occurs only when two or more nodes
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transmit identical packets. Besides, it requires a highly tight time synchronizations
among radio transmitters. For instance, with IEEE 802.15.4 radios operating in the
2.4 GHz ISM band, these identical packets from various transmitters are required to
overlap within 0.5 µs [DDHC+10,FZTS11] in order to make the packets appropriately
superposed.

Resultant Wave

Wave 1

Wave 2

(a)

Resultant Wave

Wave 1

Wave 2

(b)

Figure 3.3.: Constructive interference and destructive interference resulted from two
waves.

3.3.1.2. Capture Effect

The capture effect, also referred to as co-channel interference tolerance, is a phenomenon
where a certain radio correctly receives a strong signal from one transmitter despite
significant interference from other transmitters [LF76, WWJ+05]. In IEEE 802.15.4
wireless networks, if a received signal is approximately 3 − 4 dB stronger than the
sum of all the other received signals, then the receiver is able to lock on to and correctly
demodulate the signal [LF76,WWJ+05,FZTS11]. Additionally, the strongest signal must
arrive no later than 160 µs after the weaker signals in order to be properly captured and
decoded by the receiver [LFZ13a]. In other words, within a time period of 160 µs, if
there are multiple signals transmitting to a receiver, then the strongest signal wins the
chance to be correctly received. Accordingly, the others are considered as interference.

3.3.2. Machine Learning

Machine learning is a sub-field of artificial intelligence that is concerned with the question
of “how to construct computer programs that automatically improve from experience”
[Mit97]. This property makes the family of machine learning-based algorithms attractive
for reliable and efficient communications in WSNs.
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3.3.2.1. Reinforcement Learning

Reinforcement learning is one of the machine-learning techniques, in which the learning
agent earns knowledge from the interaction with the environment. Technically, reinforce-
ment learning is used by a class of algorithms that seeks to maximize the cumulative
reward by executing different actions in a task. In this case, different configurations of
a system can be modeled as the corresponding actions to maximize the reward in order
to optimize the performance of the system.

3.3.2.2. Multi-armed Bandit Problem

The multi-armed bandit problem was originally proposed by Robbins [Rob85] in the
year of 1985. A gambler, firstly, chooses K slot machines to play. At each time step, the
gambler pulls one arm of one machine (out of K) and then receives a positive, zero, or
negative reward. The purpose is to maximize the total reward over a sequence of trials.
Assuming each arm in a slot machine has a different distribution of rewards, the goal is
to find out the arm with the best expected return as early as possible and then to keep
using that specific arm.
The problem is a classical example of the trade-off between exploration and exploita-

tion [ACBFS95]: On the one hand, if the gambler plays exclusively on the machine which
the gambler supposes to be the best one (“exploitation”), then the gambler may fail to
discover that one of the other arms, in fact, has a higher average return. On the other
hand, if the gambler spends too much time trying out all K machines and then makes
a decision based on the gathered statistics (“exploration”), then the gambler may fail to
play the best arm for long enough a period of time to get a high total return.
To solve the multi-armed bandit problem, the Exponential-weight algorithm for Ex-

ploration and Exploitation (Exp3) was proposed by Auer et al. [ACBFS02] in the year
of 2002. Exp3 is based on a reinforcement learning scheme and it solves the following
problem:

“If there are many available actions with uncertain outcomes in a system, how
should the system act to maximize the quality of the results over many trials? ”

We provide the details of Exp3 and the related implementation issues later in Section 3.4.

3.3.3. LiM in a Nutshell

LiM builds on Glossy and it is able to effectively inherit the advantages of the CT-based
flooding protocols, i.e., high reliability, low latency, and low radio duty cycle. In this
case, LiM exploits both, constructive interference and the capture effect to guarantee a
good performance of the network. Meanwhile, it is challenging to integrate LiM with
Glossy, since Glossy requires a highly tight deterministic software delay and the identical
content of the packet for concurrent transmission.
The feedback from the neighboring nodes should be renewed according to the dynamic

network conditions, leading various packets within the network. Therefore, the require-
ment of identical content of the packets cannot be satisfied. However, the packets in
LiM are not necessarily identical, since LiM opportunistically uses the capture effect to
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effectively receive the packet with the strongest signal level. Additionally, LiM mod-
els the redundancy optimization problem as a multi-armed bandit problem and maps a
number of configurations to the corresponding actions in each sensor node. LiM employs
a bandit-learning scheme — Exp3 — in order to progressively optimize the efficiency of
the network. This learning scheme investigates the selection of the “best” action for the
dynamic environment, dramatically minimizing the redundancy of the communications
while still maintaining a high reliability.
Generally, LiM comprises two main phases: a greedy exploration phase and a bandit

learning phase. The former one is an exploration process where the “redundant” nodes
in the network could be discovered. In this phase, LiM randomly selects one node to
act as a exploring node in the network. This exploring node triggers some unexpected
events in the network, e.g., after receiving a packet from its “upside” parent nodes, it
stops forwarding for some time slots. As a result, a number of communication links
are disabled during those time slots. Some neighboring nodes might suffer a packet loss
for this period of time and accordingly they give negative feedback to the exploring
node. Otherwise, if no one suffers a packet loss, then the exploring only receives positive
feedback and then LiM regards this exploring node as a “redundent” node. This type of
“redundant” nodes acts as a concurrent transmitter in CT-based protocols. LiM attempts
to seek these nodes and then keeps them staying in either receiving mode or sleeping
mode in the network. Therefore, it is able to reduce redundancy and to improve the
energy efficiency of the network.
The latter phase is a reinforcement learning process. Similar to the exploration phase,

in the learning phase, LiM attempts to grant each node (except the previous found
“redundant” node) to select a corresponding action (i.e., the number of transmission (N))
based on the network dynamics. This selection depends on the result of the reinforcement
learning in each node — choosing the action with the highest probability. Moreover, the
learning phase has no conflict with data dissemination, which means, in this phase, LiM
concurrently floods the information while progressively learning from the dynamics. In
the following section, we explain these two phases of LiM in more detail.

3.4. Design of LiM

In this section, we detail the design aspects of LiM. We discuss the basis of LiM: con-
current transmissions and the reinforcement learning scheme, respectively. Besides, we
depict two phases of LiM in detail.

3.4.1. Concurrent Transmissions

As derived from Glossy, LiM is based on CT, i.e., constructive interference and the cap-
ture effect. LiM adds an action scheme together with a feedback scheme to progressively
learn the dynamics of the network. The feedback scheme is based on one specific byte in
each packet updated by the neighboring nodes of a node. In the following, We specify the
design of the frame structure in LiM. As a consequence, the content of a packet cannot
be guaranteed to be identical all the time. By exploiting the capture effect, however, the
receiver is able to correctly receive a packet with the stronger signal strength. In other
cases, LiM similarly works with constructive interference as Glossy.
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Figure 3.4 shows the protocol stack of LiM. LiM operates IEEE 802.15.4 radios (i.e.,
CC2420) on the physical layer which is integrated with Glossy. On the MAC layer,
LiM incorporates a machine learning module on the top of Glossy. That is, the learning
module helps to update the feedback based on CT. Meanwhile, the parameters in CT
(i.e. Glossy) are configured based on the actions determined by the learning results. As
a result, LiM can be considered as an extension of Glossy, namely, it builds the learning
scheme consisting of feedback and action selection on a higher layer of Glossy. The
application layer can be further developed to meet the users’ requirements, for instance,
data dissemination. Later in this section, we explain the action and the feedback scheme
in more detail.

Glossy

CC2420 Radio

Application

Learning

P
H
Y

M
A
C

A
P
P

FeedbackAction

Figure 3.4.: Protocol stack of LiM. LiM builds on CC2420 radio as a physical layer and
integrates Glossy on the MAC layer. It exploits an iterative reinforcement
learning scheme to select an action based on the feedback. Arrows in the
figure refer to the interactions between different layers.

3.4.1.1. Number of Transmissions

By design, LiM maps four configurations of transmission times to four actions respec-
tively: Action 0 stands for a node staying only in receiving (i.e., LPL) or sleeping mode,
i.e., N = 0; Action N (N = 1, 2, 3) means that a node works normally except setting
the maximal transmission times to N , i.e., transmitting the packet N times. In general,
nodes in LiM exploit one of the above-mentioned four actions to effectively reduce the
broadcast times in order to improve energy efficiency. Besides, the initiator in LiM is
exempted from the action selection. Namely, the initiator maintains the default maximal
number of transmission (i.e., N = 5, the same as Glossy), and does not execute neither
the greedy exploration phase nor the bandit learning phase.

3.4.1.2. Frame Structure

To support the feedback scheme, LiM extends the frame structure in Glossy by adding
one byte for an exploring ID field and one byte for a feedback field, respectively. One
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example of a frame structure is illustrated in Figure 3.5.

Frame 
Length Header Data Relay 

Counter CRCFeedbackExploring ID

1 1 4 1 1 1 2Bytes:

Field:

Figure 3.5.: Application-level frame structure in LiM. By design, the length of the data
field (payload) is set to eight bytes in LiM. The exploring ID field is to notify
the nodes in the network to proceed to different phases. The feedback field
is to carry a response for the learning process.

The frame length stands for the length of the whole frame in bytes. The header is
a constant value, e.g., 0xA0 in LiM. The length of the data (i.e., payload) in LiM can
be adjusted according to the needs of different applications. By default, LiM sets the
payload length to eight bytes. The exploring ID field is to disseminate the ID of the
current exploring node: A node that receives the packet is able to notice whether it is
the right time for itself to explore or to learn. While a node experiences a packet loss,
the feedback field is in use and is updated to a negative feedback value. If not, the
feedback is not updated after the data packet has been received from the upper-level
nodes, and hence, remains a positive feedback value. The relay counter is inherited from
Glossy for concurrent transmissions and time synchronization. A Cyclic Redundancy
Check (CRC) is an error-detection field to discover accidental changes to the raw data
while transmission in the air.

3.4.1.3. Feedback Scheme

The feedback scheme is one key feature of LiM. Namely, only with the accurate feedback,
nodes can make the correct decision of choosing the appropriate action according to the
network dynamics.
As mentioned in Section 3.3, LiM consists of two main phases: an exploration phase

and a learning phase. The former one is an exploration process where the “redundant”
nodes can be discovered so as to reduce the redundant broadcasts. LiM attempts to
seek these nodes and then keeps them staying in either receiving mode or sleeping mode
in the network. The second phase is a reinforcement learning process. In this phase, a
node in LiM floods the information and updates the corresponding actions based on the
feedback received from the network, thereby, progressively learning from the dynamics.
To achieve the accurate feedback from neighboring nodes, a node in LiM assigns two

types of feedback: a positive feedback (0x01) and a negative feedback (0x00). When a
node is in the exploration phase, then it explores whether it is a “redundant” node or not,
for instance, node A in Figure 3.2. At first, it stops forwarding the received packets in the
current transmission round. As a result, the neighboring nodes, i.e., child node node B
and parent node I in Figure 3.2, suffer a packet loss in the current round and accordingly
update the feedback byte to a negative one (0x00). In the following round, as a new
flooding round comes from node I, the exploring node recovers to receive and forward
packets. In this case, it receives the packet with the negative feedback byte written by
the neighboring nodes, which have lost a packet in the previous round. Correspondingly,
the exploring node, i.e. node A, reads the feedback byte in the packet and then (iii)
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makes a corresponding decision base on the feedback.
When in the bandit learning phase, the criterion is similar to the one in the exploration

phase. If a node is in a learning phase, then it attempts to use different configurations
of number of transmissions (N) for each round. Besides, if the neighboring nodes of
this node receive at least one packet, then the neighboring nodes update the feedback
byte as a positive one (0x01) in the packet. Otherwise, they renew the feedback byte
to a negative one (i.e. 0x00). Afterwards, they continue to forward the packet with the
up-to-date feedback byte. The learning node subsequently receives the packet and then
uses learning algorithm to compute the probability distribution of each action based on
the received feedback. After that, the node chooses the corresponding action with the
highest probability.
In a few cases, the capture effect could fail to work correctly due to the density of

the nodes [LFZ13a]. Another reason is, that the feedback byte from different node
is different. For example, when in learning phase, if a positive feedback from “upside”
parent node and a negative one from “downside” child node are concurrently transmitted
to this learning node, then this could cause an invalid packet so that the feedback is not
accurate any more. To overcome this situation, LiM extends one extra listening time
slot particularly for the packets from child nodes to obtain a correct feedback, e.g., node
B, as shown in Figure 3.6. Figure 3.6 reveals the timeline of one single round in the
flooding protocol. In time slot 6, with N = 3 node B should have gone to sleep mode
because it had already transmitted three times in this flooding round. However, since it
is in the leaning phase in this round, it keeps listening in time slot 6 and receives an extra
packet from its child node, i.e., node C. In next sections, we explain the exploration and
learning phases in more detail.

3.4.2. Greedy Exploration

In general, there are two main phases in LiM: (i) a greedy exploration phase and (ii) a
bandit learning phase. In this section, we detail the exploration phase in LiM.
In LiM, after a node is powered on, the first step is, that it keeps its radio on and

listening to the communication channel. Meanwhile, a so-called “initiator ”, considered
as the information source of a flooding, starts broadcasting packet periodically, similar
to Glossy. As a result, the other nodes, which are currently listening, are able to receive
the packet from the initiator hop-by-hop. Afterwards, based on the time-stamp of the re-
ception, a node accomplishes time synchronization with the node (its parent node) from
which the packet comes. When each node in the network is synchronized, the initial-
ization of the network is then achieved. This is guaranteed by the time synchronization
scheme derived from Glossy [FZTS11].
Next, LiM comes to an exploration phase. In this phase, LiM aims to explore the nodes

that are not essential for transmitting or forwarding the received packets in the network,
i.e., so-called “redundant” nodes. We define this type of nodes as “absorbing nodes”
that can always stay in either receiving mode or sleeping mode, but not in transmitting
mode. Due to the special characteristics of these nodes, the number of absorbing nodes
significantly affects the performance of the CT-based flooding protocols, e.g., flooding
redundancy.
Determining the trade-off between the number of absorbing nodes and the network
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Figure 3.6.: Example of a LiM flooding round with a configuration ofN = 3 in a topology
of five nodes. A data packet is generated in and flooded from node I to all
the others. In this round, node B is in a learning phase. LiM compels
node B to extend one extra listening time slot for the exploring feedback,
particularly for receiving the feedback from child node (i.e., node C).

reliability is quite critical. On the one hand, increasing the number of absorbing nodes
decreases the number of concurrent transmitters, consequently strengthening the concur-
rent transmissions in the network, according to the results in [LFZ13a]: The reliability
(i.e., PDR) degrades greatly with the increasing number of concurrent transmitters. On
the other hand, maintaining too many absorbing nodes might lead to a fragile network
with a higher probability that nodes get disconnected while the environment dynamically
changes or the interference suddenly gets harsh.
LiM appropriately explores the absorbing nodes by considering the dynamical envi-

ronment in the exploration phase, as depicted in Algorithm 1. At first, the initiator
generates an exploring list L containing all the node IDs of the whole network, except
the initiator itself. Then, the initiator selects one node ID from the exploring list and
writes it into the “Exploring ID” field of the data packet (see Figure 3.5). Next, the
initiator disseminates this packet for a number of consecutive flooding rounds, e.g., by
default with a configuration of f = 10 for each single ID in LiM. Then, the initiator
removes the ID of the exploring node from the list L. If the exploring list is empty, then
the initiator learns that the phase of exploration is complete.
When a node is assigned to be an exploring node by the initiator, it receives a packet
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that contains its own node ID in the “Exploring ID” field. Thereby, in the current flooding
round, it only receives the packets from the neighboring nodes but does not forward any
packet, i.e., it acts as an absorbing node. Afterwards, in the following flooding round,
the node recovers as a normal node, i.e., it continues to forward the received packets
and meanwhile receives the feedback from neighboring nodes — whether they have lost
any packet or not. Correspondingly, the node checks the feedback byte of the received
data packet and then makes a decision based on the received feedback: If it is negative,
then the node considers itself as an essential node in the network; otherwise, the node
considers itself as an absorbing node.
Generally, if neighboring nodes of the exploring node lose any packet in the current

flooding round, then they update the feedback byte to a negative one (i.e. 0x00) in their
received packet and transmit it in the following flooding round. In this case, the exploring
node is able to make a decision in the next flooding round based on the feedback from
its neighboring nodes.

Algorithm 1 Exploration
1: procedure Initialization
2: initialize a node ID list: L
3: end procedure
4: procedure Iteration
5: for L is not empty do
6: select a node ID ni ∈ L
7: update the “Exploring ID” byte in the packet with ni
8: trigger f consecutive rounds of flooding
9: remove node ID ni from L
10: end for
11: end procedure

Figure 3.7 demonstrates an example after greedy exploration in LiM. Compared to the
previous topology shown in Figure 3.6, node B is in the first hop from the initiator, acting
as as the child node of node I and the parent node of node C. While in the exploration
phase, node B finds out that it is not necessary for itself to forward the received packet
to the neighboring nodes. Since with or without it, the neighboring nodes do not lose
any packet. Node B decides to act as an “absorbing node”, i.e., staying only in receiving
mode or sleeping mode, thereby, the link between node B and node C is removed by
node B, as shown in Figure 3.7.
Specifically, in LiM, if a node decides to be an absorbing node, then it extends one more

slot for LPL on the occasion that it misses the packet in the first slot. This is because,
that the time synchronization inherited from Glossy is not fine-grained — it is highly
dependent on the clock in CC2420 radio [FZTS11]. Beside, after the exploration phase,
a node, once being considered as an absorbing node, can only listen to the channel and
receive a packet in the first time slot. In this case, if the clock drifts in an absorbing node,
this node might lose the chance to receive any packet, since the time synchronization
is not accurate any more and accordingly the node misses the first time slot — its
only chance to receive. To overcome this problem, LiM extends one more time slot for
listening so as to add a period of guard time, e.g., node B shown in Figure 3.7. It
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3. Machine Learning-based Flooding

guarantees, that node B has enough time slot to receive a packet regardless of the clock
drift problem.
Please note, that in the exploration phase, the initiator in LiM by default does not

transmit any real data in the payload except the node ID, since the probability of packet
loss is relatively high. However, if users can tolerate the loss, then the initiator can be
set to transmit real data also in this exploration phase. With respect to this point, we
show the reliability of LiM particularly in the exploration phase later in Section 3.5.
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Figure 3.7.: Example of a LiM flooding round with a configuration ofN = 3 in a topology
of five nodes. Nodes self-prune the connection links during the exploration
phase. Node B (in yellow) then acts as an absorbing node and stays in
receiving mode in a flooding round. In this example, node B attempts to
extend the listening time for one more time slot, in case that it misses the
packet in slot 0. As a result, node B still saves the energy consumed in four
slots compared to the other nodes.

3.4.3. Multi-armed Bandit Learning

Similar to the exploration phase, in the learning phase, LiM attempts to grant each node
(except the previous found “redundant” node) to select a corresponding action, i.e., the
number of transmission (N ). The selection is based on the result of the reinforcement
learning in each node — choosing the action with the highest probability. Moreover, the
learning phase has no conflict with data dissemination, which means, in this phase, LiM
concurrently floods the information while progressively learning from the dynamics. In
this section, we detail the learning phase in LiM.
Firstly, we explain the main bandit learning algorithm. As different configurations
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are mapped to responding actions, we model the optimization problem as a multi-armed
bandit problem. In order to overcome this problem, we use one algorithm from the set
of multi-armed bandit learning algorithms: Exp3. In our case, the goal of the algo-
rithm is to optimize the energy efficiency with reliability based on the policy of selecting
transmission times for each sensor node.
Considering a process withK different actions, the Exp3 algorithm functions as shown

in Algorithm 2, where γ is the so-called exploration factor and wi is the weight of each
action i. pi(t) is the probability of selecting action i in flooding round t, and xi(t) ∈ [0, 1]
is the reward of action i on flooding round t, while T means the total number of iterations.
At the beginning, the algorithm initializes the exploration parameter γ. This param-

eter adjusts the possibility that the algorithm attempts to explore other actions while a
certain action has already achieved the highest probability, i.e., trying new actions re-
gardless the one with converged probability. Next, the algorithm associates a weight with
each action in order to give each action a probability to form a probability distribution
P over all actions.

Algorithm 2 Exp3
1: procedure Initialization
2: initialize γ ∈ [0, 1]
3: initialize the weights wi(1) = 1, ∀i ∈ {1, . . . ,K}

4: set pi(t) = (1− γ)
wi(t)∑K
j=1wj(t)

+
γ

K
, ∀i ∈ {1, . . . ,K} for the distribution P

5: end procedure
6: procedure Iteration
7: for t < T do
8: draw the next action it randomly according to the distribution P
9: observe the reward xit(t)
10: define the estimated reward x̂it(t) = xit(t)/pit(t)
11: set the weight of action it: wit(t+ 1) = wit(t)e

γx̂it (t)/K

12: set all other weights: wj(t+ 1) = wj(t), ∀j 6= it and j ∈ {1, . . . ,K}

13: update P: pit(t+ 1) = (1− γ)
wit(t+ 1)∑K
j=1wj(t+ 1)

+
γ

K
, ∀it ∈ {1, . . . ,K}

14: end for
15: end procedure

After the exploration phase, the algorithm iterates T times the learning procedure in
order to learn from the environment and to generate an accurate probability distribution
to receive more accumulative rewards, so that the probabilities of various actions can have
enough time to be converged. In the iterative learning procedure, at first, the algorithm
randomly selects an action it as the next executive action based on the distribution
P. Then, it executes the action it, and receives a reward xit(t) from the environment.
Specifically, hereby in LiM, the reward from the environment implies the feedback from
neighboring nodes in the network. Thereafter, an estimated reward x̂it(t) is calculated
as xit(t)/pit(t) to further include the influence of the probability on the reward. In the
end, the weight of the sampled action is updated, while the weights of other actions
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(wj , ∀ j 6= it, j ∈ {1, . . . ,K}) remain unchanged. While the algorithm converges,
the eventual probability distribution P over different actions is considered to be the
guidance to select the best action in order to maximize the reward.

To integrate Exp3 in LiM, each action in this algorithm is associated with a cor-
responding configuration in each node, which is mentioned in Section 3.4.1. In each
iteration, the probability of selecting a certain action is calculated based on the feedback
from the neighboring nodes. For instance, there are three actions (K = 3) in the learning
procedure of LiM by design, i.e., action 1, 2, and 3. Respectively, action 1, 2, and 3 are
mapped to three different configurations, where nodes transmit the packet once, twice
or three times, respectively. That is, if the randomly sampled action i is 1, then the
node only transmits once in the current round. After the node receives the feedback,
the weight of the corresponding action (i.e., action 1) is updated as shown in Line 11
of the algorithm. The weights of other actions (i.e., action 2 and 3) stay the same (in
Line 12). In the final step, the distribution P is updated to prepare for the next iterative
flooding round according to the formula in Line 13 of the algorithm.

At this point of time, one learning iteration has been performed. This iteration phase
continues until the number of flooding rounds reaches T . By design, LiM sets this value
to T = 200, i.e., a fixed learning period for each node in LiM. However, due to the
dynamic environmental changes, a fixed period might cause a case that the probability
of choosing an action does not converge. We detail and evaluate this case later in
Section 3.4.4.2.

Similar to the greedy exploration phase depicted in Algorithm 1, the initiator main-
tains an exploring list L containing all IDs of the nodes in the whole network, except the
initiator itself and the absorbing nodes. Here in the learning phase, f equals to T , i.e.,
200 consecutive flooding rounds. After the learning phase of one particular node (when
T reaches 200), the initiator randomly assigns another node to learn by exploiting the
algorithm. This is achieved by the “Exploring ID” field of the data packet: The initiator
floods the packet containing the “Exploring ID” for 200 consecutive flooding rounds and
then removes the ID of the exploring node from the list L. If the exploring list L is
empty, then it means that the phase of learning is done.

Correspondingly, when a node receives the exploring ID information in a data packet,
it knows wet her this flooding round is its turn to start learning or not. In the end, after
all nodes (except the initiator and the absorbing nodes) have completed their learning
phase, the learning procedure finishes and then all the nodes mainly focus on data
flooding using their own actions.

Figure 3.8 demonstrates the timeline of an example where all nodes have determined
their own actions. After the two main phases of greedy exploration and bandit learning,
nodes maintain their own actions accordingly. For instance, node B and D consider
themselves as the absorbing nodes, while node A and C choose the action 3, i.e., trans-
mitting only three times in one flooding round. As the figure depicts, LiM reduces eight
time slots in total (four from node B and four from node D) compared to our baseline
Glossy, thereby, improving energy efficiency of the network.
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Figure 3.8.: Example of a LiM flooding round with a configuration ofN = 3 in a topology
of five nodes. Nodes self-determine the actions based on the results of their
learning phase. This example shows the final state after all sensor nodes have
completed their learning phase. Node A and C choose action 3 (N = 3) to
ensure the reliability, while node B and D (in yellow) act as absorbing nodes.
Node D hears nothing in time slot 3, since there is no neighboring nodes on
a lower level (as child nodes of node D).

3.4.4. Implementation Aspects

In this part, we give several additional implementation aspects of LiM: destructive action
and non-converging case.

3.4.4.1. Destructive Action

In the bandit learning phase, the nodes — except the initiator and the absorbing ones —
learn to make a decision based on the feedback they receive. By trying action 1, where
a node only transmits the received packet once, receivers might miss the packet so that
the reliability of the whole network degrades. In reality, this is sometimes harmful to
the reliability of the whole network. Because of the dynamics in the environment, e.g.,
interference, this packet has a higher possibility of getting lost since it is only transmitted
once. Consequently, the nodes which are far away from the initiator would suffer a packet
loss with a relatively high probability. To avoid this negative effect, LiM conservatively
learns to select action 1. Namely, if a node in LiM (i) gets a negative feedback of the
exploring action in the previous round and (ii) this specific action is action 1, then the
node abandons selecting action 1, i.e., it stops exploring action 1. The mechanism leads
LiM to make a relatively conservative decision of choosing action 1.
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3.4.4.2. Non-converging Case

Practically, the learning procedure in a node may not always converge: The learning
duration might not be long enough for the node to clearly distinguish the difference of
the probabilities on selecting different actions. That means, at the end of the learning
phase, the derivation between each probability might not be large enough. Figure 3.9
demonstrates two cases of the convergence of different probabilities of selecting corre-
sponding actions in the learning algorithm. In Figure 3.9(a), the probability of selecting
action 1 converges and the node chooses action 1 as its final decision. Comparatively, as
shown in Figure 3.9(b), the probability of choosing action 1 and action 2 is almost the
same — both of which are higher than the one of choosing action 3. That means, the
node might take a wrong decision according to the final probability distribution, since
the probabilities of different actions are not converged. In case of this exception, to be
more conservative, LiM selects action 3 with a maximal transmission of N = 3 in order
to maintain a good reliability instead of aggressively reducing the energy consumption
further. Note, that this is an example of a special case in FlockLab topology. By default,
LiM defines the learning round to be T = 200 in order to avoid most non-converging
cases.
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Figure 3.9.: Two convergence cases of a learning phase in LiM. In (a), action 1 dominates
at the end of the learning phase, while in (b), action 1 and action 2 still
compete with each other in the end.

3.5. Performance Evaluation

In this section, we provide an evaluation of LiM based on a number of experiments in a
real-world testbed — the FlockLab testbed [LFZ+13b].

3.5.1. Methodology

Similarly, in this work, we use the FlockLab testbed [LFZ+13b] for our experimental
evaluation. The topology of the testbed is shown in Figure 2.6 in Chapter 2. We use
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28 sensor nodes (observers) out of 30 existing ones (except node 201 and 202) in the
testbed, since they had not been constantly available during our experiments.
To fairly evaluate the performance of the protocols, we use different nodes (i.e., node

1, 16, and 20) as the initiator, respectively, in different scenarios. Besides, we vary the
transmission (TX) power level as −7, −3, and 0 dBm in different scenarios. Correspond-
ingly, various levels of TX power result in different network sizes, i.e., different hops. For
instance, using a 0 dBm TX power leads to a network with three hops, which means,
that all the nodes in the network can be reached within three hops. The default wake-up
frequency of all protocols is set to 4 Hz. That means, a packet with eight bytes payload
is generated and transmitted by the initiator every 250 ms. We perform three indepen-
dent runs for each experimental configuration throughout this chapter. Each run lasts
45 minutes, in which there are over 10000 packets generated by the initiator and flooded
through the whole network. All the experimental results are averaged over these three
runs and the standard deviations are revealed by error bars. The evaluation setting is
summarized in Table 3.1.

Table 3.1.: Evaluation settings in the FlockLab testbed.
Initiator IDs TX Power (in dBm) Network Size (in hops)

1, 16, 20 −7, −3, 0 from 8 to 3

A number of the state-of-the-art protocols integrate a specific application layer with
Glossy. It might not be fair to compare LiM to them since LiM is not application-specific.
Therefore, in this the work, we only compare LiM to the our baseline Glossy, in various
scenarios. However, LiM can be easily integrated with a specific application, e.g., a data
dissemination application in the application layer.
We focus on three key metrics to evaluate the performance and to draw a comparison,

i.e., PDR, radio-on time, and latency. Those are also used by Glossy [FZTS11]) as
performance metrics to evaluate the performance.

3.5.2. Impact of Number of Transmissions

In this part, we analyze how the performance metrics are affected by the number of
transmissions (N) of a node during network flooding. Firstly, we run the experiments
of our baseline, Glossy, and vary N as 1, 3, and 5, respectively.
As LiM flexibly tunes N according to the learning experience, LiM starts with N = 5.

Glossy constantly sets N to 5 by default. In this part, for both protocols, we set node
1 — a node on the edge of the network — as the initiator, and use various transmission
powers of −7, −3, and 0 dBm, respectively, resulting in a WSN with different diameters.
Figure 3.10 revels the performance comparison between Glossy and LiM. For reliabil-

ity, Glossy achieves extremely high PDRs even with various N values. LiM is able to
maintain this advantage of Glossy: Regardless of the different levels of TX power, LiM
it achieves a PDR of over 99.85%. However, in Glossy, the PDR changes with the level
of TX power: With a higher level of TX power, Glossy achieves a higher PDR. With the
configurations of TX power equals to −3 and 0 dBm, LiM achieves a PDR of 99.80%
similar to the one of Glossy with N = 1 in both cases.
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Figure 3.10.: Performance metrics of Glossy with various N values and of LiM, respec-
tively. Both protocols set node 1 as the initiator and use the transmission
power of −7, −3, and 0 dBm. LiM inherits the advantages from Glossy
in terms of high reliability with various levels of transmission power, while
effectively reducing the radio-on time. The longer latency in LiM stems
from the overall processing time in the bandit learning phase.

Moreover, LiM succeeds in reducing unnecessary broadcast redundancy, resulting in
a notable decreased portion of radio-on time, compared to Glossy with N = 3 and 5.
The radio-on time is even close to the one of Glossy with N = 1 by using −3 or 0
dBm as transmission power level. Even with a transmission power of −7 dBm, LiM
is able to carry out a radio-on time similar to the one of Glossy with N = 3. With
this configuration, the network might consist of 8 hops of nodes. As a side effect, the
communication links in the network are more vulnerable because of a lower TX power
level, e.g., interference in the environment might influence the communications. In this
scenario, according to the radio-on time shown in the figure, we confirm, that LiM
actively chooses the most conservative action — action 3 (N = 3) to maintain a reliable
performance.
For the flooding latency, LiM does not perform better than Glossy in all three sce-

narios. This is because, that LiM has to spend more time for data processing, decision
making, and probability calculation, consequently leading to a latency of approximately
2 ms in all cases. However, even with an end-to-end network latency of 2 ms, this could
still meet a lot of mission-critical applications’ requirements.
Please note, that in reality, Glossy with N = 1 may have a bootstrap problem and

experience a highly fragile network, according to our experience from the experiments
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that we carried out. We argue that LiM aims to interactively learn from the environ-
ment and, thus, makes a decision of N to progressively reduce the broadcast redundancy
while maintaining acceptable levels of reliability, energy efficiency, and latency. In Sec-
tion 3.5.4, we take a closer look at how LiM determines the number of transmissions
(N).

3.5.3. Impact of Topology

In this section, we evaluate LiM with different positions of the initiator. We change
the position of the initiator (i.e., node 1, 16, and 20, respectively) to alter the flooding
diameter of the network, making the topology different in each set of experiments. While
the position of the initiator changes in the testbed, the network topology varies as well:
Since the data source of a flooding changes, the absolute hop distance between a node
and the source also changes. The idea of changing the position of the initiator is to
evaluate whether a protocol is dependent on a specific topology or not. Besides, we
exploit the transmission power of −7 dBm to result in a network with approximately
eight hops.
Figure 3.11 illustrates the results of LiM with various positions of the initiator (I),

i.e., positions of I are node 1, 16, and 20, respectively. For the reliability, LiM achieves
a PDR of over 99.70% in all scenarios. The radio-on time and latency change slightly
along with the position of the initiator. However, LiM maintains a less than 6 ms radio-
on time and a less than 2 ms end-to-end latency only with a transmission power of −7
dBm regardless of the initiator’s position.
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Figure 3.11.: Performance metrics of LiM with various initiator positions using a TX
power of −7 dBm. Even with relatively weak link connections, the net-
work can still provide high reliability, low radio-on time, and low latency,
regardless of the initiator’s position.
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3.5.4. Impact of Exploration Phase

In this part, we discuss the influences of the absorbing nodes and the reliability drop in
the exploration phase, respectively.

3.5.4.1. Absorbing Nodes

In general, the main part of redundancy reduction is contributed by the exploration
phase in LiM, where the absorbing nodes are discovered. These absorbing nodes stay
in a receiving mode and do not forward a received packet after waking up from the
sleeping mode. Figure 3.12 shows the average number of each node in LiM from one
experiment with node 1 as the initiator and 0 dBm transmission power. As the figures
shows, the absorbing nodes are successfully discovered in this case. The nodes that
have no transmission are actually the absorbing nodes, as the other nodes are the set of
backbone nodes of the network.
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Figure 3.12.: Average number of transmissions in each node with node 1 as the initiator
and 0 dBm TX power. The dotted line shows the overall average number of
transmissions. A node in LiM starts with N equal to 5 and progressively
determines N : The average value of N in each node is determined by
itself. After the learning phase, LiM successfully finds all absorbing nodes
and eventually obtains an average N equal to 1 as the dotted line shows.

3.5.4.2. Reliability Drop

A node in the exploration phase exploits a temporary “log-out” strategy, where it does
not transmit a received packet for a flooding round, so as to review whether it is an
absorbing node. In this case, the network reliability cannot be guaranteed to be 100%.
However, by default, LiM only reserves ten flooding rounds for each node to explore
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its role. Additionally, during these rounds, a node only logs out of the network for one
particular round (out of 10), where the node only stays in receiving mode and does not
transmit. Consequently, assuming there are 30 nodes in a WSN and that nodes are well
synchronized, then a node can lose 29 packets out of 300 (i.e., 10×30) in the worst case,
i.e., PDR equals 90.33% (i.e., (300 − 29)/300). Figure 3.13 illustrates the dynamically
changing PDRs of all the nodes in the testbed along with the running time. As shown,
even though several nodes suffer a packet loss during the exploration phase, they are
still able to maintain a high reliability afterwards.
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Figure 3.13.: PDRs of all nodes in FlockLab changing over run-time. PDR drops during
the greedy exploration phase while finding all the absorbing nodes, but
it is still higher than 90%. In this case, users can decide whether to put
important or dummy data in the payload during the exploration phase
according to application-level requirements.

3.5.5. Discussion

To summarize, in this section, we demonstrated the performance of two different proto-
cols: LiM and the baseline protocol Glossy, respectively, in various evaluation scenarios.
The experimental results revealed that LiM effectively inherits the benefits from con-
current transmission. It delivers a high end-to-end reliability of over 99.70% with an
average end-to-end latency of less than 2.4 ms in all cases. More importantly, LiM is
able to decrease the radio-on time to less than 6 ms step-by-step, and significantly re-
duces broadcast redundancy. Even with different topologies, LiM is able to manage a
high reliability with low end-to-end latency, while reducing unnecessary communication
redundancy. Table 3.2 shows the memory usage, i.e., Random-Access Memory (RAM)
and Read-Only Memory (ROM), of LiM and Glossy, respectively, in Contiki OS 2.7.
Even Equipped with a reinforcement learning scheme, LiM does not increase a lot of the
memory usage compared to Glossy.

Table 3.2.: Memory usage of different protocols in Contiki OS 2.7.

Protocol Code Footprint (Kb)
ROM RAM

LiM 22.554 0.526

Glossy 17.900 0.432

61



3. Machine Learning-based Flooding

Finally, Table 3.3 summarizes all the experimental results of different scenarios in this
chapter. Please note, that we do not include the experiments of tuning the initiator’s
position for Glossy, since we focus on the self performance comparison of LiM in this
chapter. For the interest of this part of Glossy, we refer the reader to the Glossy paper
[FZTS11] and LWB paper [FZMT12].

3.6. Conclusion

This chapter introduces LiM, a machine learning-based flooding protocol for low-power
duty-cycled WSNs. LiM applies a multi-armed bandit learning scheme in CT-based
flooding, thereby benefiting from both. Concurrent transmissions ensure LiM a highly
reliable communication with low end-to-end latency and low energy cost. Machine learn-
ing brings the adaptation ability to deal with the dynamics of the environment, thereby
further improving energy efficiency. We implement our protocol in Contiki OS and eval-
uate it with extensive experiments in a real-world testbed FlockLab. Our experimental
evaluation shows that LiM achieves less radio-on time, and — as a consequence — it
greatly improves energy efficiency of the network. Meanwhile, LiM manages a more than
99.70% average end-to-end reliability and a less than 2.4 ms average end-to-end latency
in all experiments in the testbed. Furthermore, with its learning ability, LiM maintains
a flexible adaptation to the dynamics of the network, when compared to the baseline
protocol Glossy. To sum up, LiM inherits the benefits from concurrent transmissions
and a machine-learning scheme, outperforming the baseline protocol Glossy in the light
of energy efficiency while maintaining a high end-to-end reliability and low latency.
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4
Concurrent Transmission-based

Collection

4.1. Introduction

In smart city scenarios, hundreds or thousands of distributed battery-powered sensor
nodes communicate wirelessly over single or multiple hops. These nodes cooperate to-
gether in order to fulfill various tasks and to provide an acceptable level of QoS to the
users. However, owing to the resource-constrained nature of sensor nodes, providing
satisfactory application-level QoS in WSNs is extremely challenging, especially in multi-
hop, low-power, and lossy networks. For instance, mission-critical applications — such
as data collection in smart grids — usually require not only high energy efficiency and
high reliability but also ultra low latency.
Rising as a novel communication paradigm, Concurrent Transmission (CT) is intro-

duced by Ferrari et al. [FZTS11]. As the first CT-based flooding primitive, Glossy
[FZTS11] has caught much attention in the community. By exploiting a receive-and-
forward scheme, sensor nodes transmit an identical packet at the same moment (e.g.,
within 0.5 µs) to achieve a constructive interference and the capture effect [FZTS11].
It has proven, that CT allows messages to be propagated in the whole network in sev-
eral milliseconds without any severe collisions. Glossy achieves energy-efficient flooding
without causing broadcast storm problems and, thus, does not require any routing infor-
mation in the network. Basically, Glossy is based on an accurate time synchronization to
realize CT. In this respect, it differs from the Carrier Sense Multiple Access with Colli-
sion Avoidance (CSMA/CA)-based IEEE 802.15.4 standard, e.g., used by IPv6 Routing
Protocol for Low-Power and Lossy Networks (RPL) [Win12].
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4. Concurrent Transmission-based Collection

Data collection, as a many-to-one scenario, is one of the most important WSN-based
applications. This scenario requires that sensor nodes (also referred to as source node),
where the data are generated, e.g., temperature, humidity, vibration, and rotation, trans-
mit the data packets to a so-called sink (node). Acting as a central base station, the
sink collects and processes all the data packets from the sensor nodes throughout the
network, so as to fulfill the data collection tasks. The state-of-the-art collection proto-
cols, such as CTP [GFJ+09], RPL [Win12], Opportunistic Routing for Wireless sensor
networks (ORW) [LGDJ12], Opportunistic RPL (ORPL) [DLV13], and MOR [ZLT17]
stick to CSMA/CA to deal with collisions. Inevitably, the back-off scheme of the CS-
MA/CA approach introduces longer latency and the re-transmission introduces higher
overhead. In contrast, CT-based data collection has the potential of effectively providing
high end-to-end reliability and low latency. This is, because CT-based protocols do not
require MAC-layer collision avoidance and network-layer routing, as presented in the
LWB [FZMT12] and Chaos [LFZ13a], since CT replies on constructive interference and
the capture effect. In other words, CT counts on collisions but the constructive ones,
which come from the tight time synchronization and the identical packet through the
whole network in a flooding round.
Nevertheless, current CT-based protocols used for data collection have to deal with two

main issues: (i) a flooding-based communication primitive and (ii) network-level schedul-
ing. This type of communication primitive requires that the packet must be identical
in one flooding period within the whole network, so that constructive interference can
function. Besides, the capture effect is exploited to correctly receive a packet with the
stronger signal strength, when multiple senders are concurrently transmitting [LFZ13a].
As a consequence, certain source nodes can never successfully transmit their packets to
the receiver if they are not well scheduled globally. Even worse, when too many nodes
concurrently transmit different packets, then the destructive collision occurs more often.
That leads to a decreasing PDR, a broken flooding process, and clock desynchronizations.
To address this problem, Ferrari et al. [FZMT12] designed an application-level schedul-

ing mechanism for multiple source nodes by a dedicated host in the network. The host
centrally computes a schedule and periodically distributes the schedule to all nodes in
the network to coordinate the traffic. This technique, however, inevitably introduces a
collision period in the beginning of network initialization to construct a global scheduler
in a many-to-one communication pattern. Moreover, LWB [FZMT12] triggers periodical
synchronization with identical packets in the network to accurately achieve global syn-
chronization. Consequently, the schedule-based many-to-one communication approach
increases the complexity of the CT-based network. We argue that there could be a
technique to achieve CT-based data collection without any scheduler. We propose a
new communication primitive — Packet-in-Packet (PiP) — for timely and reliable data
collection in multihop low-power WSNs.
PiP uses concurrent transmissions, i.e., constructive interference and the capture ef-

fect, to inherit the advantages: high reliability, low latency, and low energy consumption.
PiP is able to grant accurate clock synchronization even with different packets in the
network. Moreover, PiP exploits packet concatenation to achieve concurrent data col-
lection from multiple neighboring nodes in a single Transmit (TX) slot. By nature, PiP
concatenates multiple packets from neighboring nodes in the air. Therefore, it requires
neither a global scheduler nor a dedicated setup period. From the network perspective,
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PiP coordinates the concatenated packet that contains multiple packets from various
source nodes as a “higher-priority” packet to the sink. As a result, PiP reduces data
collection time and maintains high reliability and high energy efficiency compared to the
state-of-the-art.
The remainder of this chapter is organized as follows. Section 4.2 discusses related

work, with foci on CT-based protocols and packets in a packet in low-power wireless
networks. Section 4.3 explains the basics of our proposed protocol and provides a brief
overview. Section 4.4 details the design of PiP, followed by a performance evaluation in
Section 4.5. Section 4.6 provides concluding remarks.

4.2. Related Work

In this section, we review a number of existing research work in terms of CT-based pro-
tocols in WSNs and the concept of “packets in a packet” in WSNs. Next, we summarize
the related work.

4.2.1. CT-based Protocols

Network flooding is one of the most fundamental services in WSNs. It forms the basis for
a wide range of applications and network operations. Glossy [FZTS11] provides a fast
and efficient network flooding service by using concurrent transmissions in WSNs. By
exploiting constructive interference and the capture effect on the physical layer, Glossy
is able to get an average packet delivery ratio of 99.99% and ultra-low latency in real
testbeds.
Splash [DCL13] builds a tree pipeline [RCBG10] by exploiting Glossy, thereby improv-

ing channel utilization. Furthermore, Pando [DLZL15] integrates fountain code [Mac05]
(also known as rateless erasure codes) with pipelining to further improve the reliability
of Splash. While Glossy disseminates one packet in each communication round, Splash
and Pando are designed to deliver large data objects to all nodes in a WSN, e.g., for
the purpose of reprogramming or firmware update the WSN-based applications. Rip-
ple [YH15] also relies on Splash and network coding techniques to improve particularly
in terms of network throughput.
However, Glossy aims to provide highly reliable flooding for one-to-many applications.

Thus, it is not applicable for many-to-one applications such as data collection. To realize
the design of many-to-one applications with Glossy, Ferrari et al. added an application-
level scheduler to construct a so-called Low-power Wireless Bus (LWB) [FZMT12]. LWB
centrally schedules the data communication to support one-to-many, many-to-one, and
many-to-many traffic patterns in WSNs. Moreover, Chaos [LFZ13a] builds on Glossy to
achieve fast all-to-all data sharing in a distributed manner. Chaos further combines pro-
grammable in-network processing with concurrent transmissions in WSNs. Meanwhile,
Suzuki et al. proposed a reliable data collection protocol based on Glossy for many-
to-one applications named Choco [SYM13]. By their testbed evaluations, they argued
that Choco can provide more energy-efficient collections than the state-of-the-art and
achieves high end-to-end reliability.
Apart from aforementioned protocols, there are a number of efforts to construct one-

to-one application on Glossy. For instance, Carlson et al. propose CXFS [CCT+13], a
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forwarder selection mechanism for concurrent transmissions. In CXFS, sensor nodes use
a hop count in each packet to get their relative distance to each other. CXFS builds on
Glossy and supports point-to-point transmissions while achieving high reliability, high
energy efficiency, and high throughput. Moreover, Sparkle [YRH14] selects subsets of
nodes that participate in Glossy-based flooding. It also supports one-to-one communi-
cation. Similarly, RTF [ZRHK15] further extends Sparkle and exploits TDMA for data
scheduling to improve reliability and energy efficiency in point-to-point traffic. RFT
identifies reliable relay nodes to limit the number of concurrently active neighbors to
save more energy. More recently, LaneFlood [BLS16] builds on Glossy and further inte-
grates the forwarder selection scheme of CXFS with application-level network protocols
in WSNs. LaneFlood thus supports one-to-one traffic, forwarder selection, and standard
protocols in IoT such as TCP/UDP and the constrained application protocol (CoAP)
— a specialized Internet Application Protocol for constrained devices, as defined in
RFC7252 [She14].

4.2.2. Packets in a Packet

Santhapuri et al. investigated link-layer opportunities and challenges towards harness-
ing the feature of a so-called message-in-message (MIM) in [SCM+08]. They proposed
an MIM-aware framework that reorders transmissions to enable concurrent communica-
tions. By continuously scanning for sync-words, their technique allows a transceiver to
disengage from the reception of an ongoing transmission and to lock onto a newly-started
stronger one.

The usage of in-band signaling to denote the start of a packet is almost universal in
digital radios. Authors in [GBM+11] demonstrate that by exploiting this this property,
in-band radio signaling mechanisms can be abused to inject raw digital frames. From
the perspective of security, they provide a few tested examples of raw frame injection
for digital radios such as IEEE 802.15.4 radio. Besides, they show that an attacker can
inject frames into a packet, if he/she is able to predict the on-air pattern produced by
encapsulated data.

More recently, König et al. [KW16] proposed a class of wireless transmission schemes
that decouple synchronization headers from payloads in order to create new transmission
primitives of a second sender. By only transmitting a synchronization header, a node
is able to let the neighboring nodes receive fragments of a packet. Besides, portions
of the payload of longer ongoing packets can be overwritten by exploiting the capture
effect. The authors then explored two scenarios potentially benefiting from such schemes:
crossing a network “chasm” (i.e., a virtual or physical gap between two parts of the
network where communication links are very poor) and insertion of high-priority packets.
Further, they examined the technique in these two scenarios. Results in testbeds showed
that the packet-received ratio can be increased from 5% to up to 30% in the case of
network chasm. In the second scenario, the successful decoding of the injected packet in
up to 70% of the cases could be reached.
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4.2.3. Summary

Over the years, CT has been proven to be an efficient approach to improve the timeliness
and reliability, because packets can positively overlap rather than collide in the air.
CT is able to achieve good performance for one-to-many scenarios due to the natural
property of flooding. For many-to-one scenarios — e.g., data collection, the most popular
applications of a WSN — CT can be only implemented with additional scheduling or
content compression on the application layer. However, for the applications requiring
original data in a dynamic network, scheduling in advance and content compression
sometimes hardly work. PiP, on the contrary, is suitable for this type of scenarios.
Original data collection is supported by PiP without any scheduling or compression. So
far, to the best of our knowledge, there is no application working in the manner as PiP
does in practice.

4.3. Overview

In this section, we explain the prerequisites of concurrent transmission in low-power
WSNs — constructive interference and the capture effect. Then, we briefly introduce
the concept and background of LiM. Last, we give a general review of PiP.

4.3.1. Concurrent Transmission

Glossy [FZTS11] has boosted much new research interest in wireless network communi-
ties, as one of the most representative CT-based flooding protocols in the community.
Generally, it exploits constructive interference and the capture effect: It uses construc-
tive interference to superimpose (identical) packets; and it exploits the capture effect
to ensure, that a receiver successfully receives a packet and correctly demodulates the
packet while multiple senders simultaneously transmitting. Using these two mechanisms,
Glossy is able to manage a highly reliable flooding and an accurate time synchroniza-
tion [FZTS11].
In Glossy, nodes in the network get time-synchronized to a so-called “initiator” —

from which the data flooding is initiated — in order to estimate the time to wake up
and listen to the channel. Moreover, nodes concurrently transmit packets in a “receive-
and-forward” scheme, which means whenever a node receives a valid packet, then it
immediately forwards the packet to all the neighboring nodes. In this way, messages are
propagated through the network without contention of the wireless medium. To some
extend, Glossy makes use of contention due to the nature of constructive interference
and the capture effect. Ferrari et al. [FZTS11] argue, that the latency of flooding could
approximately reach the theoretical upper bound since every node in the network is in
a receive-and-forward manner to spread the messages. The manner introduces no extra
overhead in terms of time as the traditional CSMA/CA does, e.g., the back-off time for
contention avoidance.
Constructive interference occurs only when two or more nodes transmit identical pack-

ets. With IEEE 802.15.4 radios operating in the 2.4 GHz ISM band, these identical
packets are required to overlap within 0.5 µs [FZTS11,DDHC+10]. This enables makes
the packets appropriately superimposed, thereby, can be correctly received and demod-
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ulated by the receiver. The capture effect is a phenomenon, where the receiver can lock
onto and correctly demodulate a packet, when the signal of the packet is approximately
3 – 4 dB stronger than the sum of all the other signals [LF76,FZTS11]. Besides, in IEEE
802.15.4 radios, the strongest signal must arrive no later than 160 µs after the weaker
signals [LFZ13a], in order to be properly recognized and decoded by the receiver. For
more details of CT, i.e. constructive interference and the capture effect, we refer the
reader to Section 3.3.1 in Chapter 3.

4.3.2. Packets in a Packet

Technically, most wireless receivers — including IEEE 802.15.4 radios — start to record a
packet in the air once a synchronization header (i.e. preamble is detected. They stop the
recording based on the frame-length byte in the packet [Tex06]. However, if a collision
occurs during the reception of synchronization header, then nothing can be received by
the radio. In other words, if a synchronization header of a data frame (i.e. packet) is
captured by a radio, then the radio can be synchronized with the data frame. It then
records for the time of a frame with the length of the value written in the frame-length
byte. Some related work concentrates on empowering the radios to avoid medium access
collisions and to receive more valid bytes. However, König et al. [KW16] recently propose
a class of wireless transmission primitives by investigating on collisions, specifically, the
capture effect. This primitive decouples synchronization headers from payloads in order
to create new transmission primitives of a second sender. By using the capture effect,
different neighboring senders can overwrite portions of the payload in ongoing packets
in the air.

4.3.3. PiP in a Nutshell

Motivated by König et al. [KW16], we propose a link-layer communication primitive —
PiP— that by nature manages the “in-packet” time slots for various neighbors in a single
transmission. On the one hand, PiP is similar to TDMA scheme: It builds on CT and
divides a transmission into several time slots. In PiP, this kind of time slot is defined as
“in-packet” slot, which is further explained later in Section 4.4.2.2. On the other hand,
different from other power control-based approaches, PiP relies on a hardware-based PA
operation. Namely, a PA is an electronic amplifier that converts a low-power RF signal
into a higher-power RF signal. This means, if being switched off, a PA can be then used
to lower the power level of the output RF signals of the radio. PiP relies on this type
of operation during transmission: While multiple neighboring senders are concurrently
transmitting to a single receiver, one or more of them can give away the opportunities
to others that are simultaneously transmitting. As a result, PiP is able to successfully
“control” the capture effect in presence of multiple senders, so that every sender can
fairly transmit the packet to the receiver instead of being negatively “captured” (i.e.,
cause a collision). Moreover, PiP requires no global scheduling and causes no extra
overhead of routing. Meanwhile, it achieves accurate time synchronization inherited
from Glossy [FZMT12], even when the content of packets is different the network. In a
word, by realizing packet-in-packet, PiP is able to obtain timely, reliable, and energy-
efficient data collection in multihop low-power WSNs.
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4.4. Design of PiP

In this section, we detail the design aspects of PiP. We discuss the basis of PiP: con-
current transmission and the packet concatenation scheme, respectively. Moreover, we
depict the network-wide data collection with PiP and additional implementation aspects
in detail.

4.4.1. Concurrent Transmission-based Collection

PiP is based on concurrent transmissions, i.e., constructive interference and the capture
effect, as derived from the essence of Glossy [FZTS11]. In general, PiP is a sink-initiated
data collection protocol, since CT-based data collections are always triggered by the sink.
In a data collection phase, there are typically various packets generated by different
sensor nodes throughout the network. The content of these packets are most often
different in a collection round. For instance, in a machine data collection scenario,
various sensors can measure different values from the physical world, e.g., vibrations
from different machines. Correspondingly, constructive interference may not function
effectively. The capture effect, in this case, however, enables the receiver to correctly
receive a packet with the stronger received signal strength if all the senders are highly
synchronized (i.e., the time difference is less than 160 µs).
Generally, to well handle data collection, CT protocols exploit either global scheduling

such as LWB [FZMT12] or real-time in-network processing such as Chaos [LFZ13a]. The
key foundation of CT protocols is one-to-all data flooding, which makes all-to-one data
collection rather challenging, because the data flows are totally different. Moreover, CTs
require highly accurate time synchronization between senders and the identical content
of packets throughout the network.
PiP manages time synchronization with network flooding (similar to Glossy), while

employing a number of in-packet slots to collect the data from the single-hop neighbors
in a single transmission round. In other words, PiP uses one-to-all data flooding to
maintain accurate time synchronization and utilizes various minor slots within a packet
to achieve all-to-one data collection. When dealing with the capture effect, PiP does
not manipulate power control as other approaches do, e.g., tuning the TX power level of
the radio. Instead, PiP relies on a type of hardware-based operation — a so-called PA
operation.
Figure 4.1 reveals the basic idea of the packet concatenation with a network of five

nodes, where node H is the sink node that ought to collect the data packets from all
the neighboring nodes. In time slot 0, node H broadcasts a packet to all the neighbor-
ing nodes, so as to maintain the accurate synchronizations (similar to Glossy). After
the neighboring nodes have received the packet, they concurrently transmit their own
packets immediately in the following time slot, i.e., time slot 1 in Figure 4.1. This
receive-and-forward pattern is inherited from CTs, which helps in keeping accurate time
synchronization throughout the network. In time slot 1, every transmitter has its own
corresponding time period (i.e., defined as in-packet slot in PiP) to transmit its own
packet (i.e., defined as in-packet packet in PiP).
A single transmitter only switches its PA on when it is its turn to transmit. For

instance, node A switches PA off after it finishes transmitting its in-packet packet in the
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corresponding in-packet slot. Then, node B switches its PA on and starts to transmit its
own in-packet packet. As a result, using the PA operation, multiple senders in PiP are
able to transmit their own in-packet packets in different (minor) slots of one major time
slot, as shown in the figure. At the receiver (node H), different in-packet packets are
naturally concatenated in the air and formed as a longer packet afterwards. Please note,
that PA operation is different from radio-on and -off operations. That is, switching
PA on and off does not mean powering the radio on and off; Instead, PA operation
can only be done when the RF radio is powered on. In the following, we explain the
transmission process and the PA operation based on one of the IEEE 802.15.4 radios —
CC2420 [Ins07], respectively.
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Figure 4.1.: Single-hop packet concatenation in PiP. Node H collects data packets from
neighboring nodes in a single transmission round. Node H manages time
synchronization by flooding and collects various data packets in different
minor time slots of a major receiving time slot.

Furthermore, in the extent of a network, basically, the whole process of data collection
in PiP can be defined as a PiP period. Each PiP period consists of a number of PiP
rounds. Subsequently, each PiP round is made up of several CT slots. One CT slot is
for the transmission or the reception of one single PiP packet. We provide more details
in Section 4.4.3: How PiP works in the scope of a multihop low-power WSN.

4.4.1.1. Radio Frequency Transmission

A radio frequency power amplifier (PA) is a type of electronic amplifier that enhances
the power of radio-frequency signal. For a better explanation, the RF transmission of
CC2420 radio is briefly explained in this section.

On a CC2420 radio chip [Ins07], each byte to be transmitted in TX First In First Out
(FIFO) buffer is divided into two symbols, of four bits each. Each symbol is spread by
the IEEE 802.15.4 spreading sequence to 32 chips. Then, the chips are converted by the
Digital-to-Analog Converter (DAC). Afterwards, the low pass filter and the quadrature
up-conversion mixers convert the modulated analog baseband signals (I and Q) to RF
signals on the given channel. Finally, the RF signals are amplified by PA based on the
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PA_LEVEL in the TXCTRL register [Ins07]. Then, they are fed to the antenna ports
(RF Input/Output (I/O)). For more details of CC2420 transmission procedure, we refer
the readers to the manual of CC2420 from Texas Instruments [Ins07]. Note, that RF
signals could be fed to the RF I/O directly, without PA amplification, but the power of
electromagnetic radiation would be quite limited. Consequently, if the signals are fed to
the RF I/O directly (without PA amplification), then even a receiver that is extremely
close to a sender may detect nothing in the air. In this work, we exploit this phenomenon
to enable packet concatenation in PiP without tuning TX power level.

4.4.1.2. Power Amplifier Operation

Generally, a RF PA is a type of electronic amplifier that converts a low-power RF signal
into a higher-power signal, as shown in Figure 4.2 [Tex06]. Typically, the RF signal is
amplified in the PA, fed to the antenna and then transmitted in the air. In our research,
we explore that it is feasible to manipulate PA when a packet is being transmitted.
PA can be switched on and off via the registers MANAND and MANOR in CC2420
radio [Ins07] during the transmission. Hence, a packet in PiP can be virtually considered
as a number of PA-on and PA-off in-packet packets. Later in this section, we detail the
frame structure in PiP. The sender in PiP switches its PA on if it intends to transmit a
own packet, and switches PA off while there is nothing to transmit. Besides, the receiver
receives the concatenated packet in the air by nature without any PA operation.

                                            CC2420 
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Figure 2. CC2420 simplified block diagram 

A simplified block diagram of CC2420 is 
shown in Figure 2.  

CC2420 features a low-IF receiver. The 
received RF signal is amplified by the low-
noise amplifier (LNA) and down-converted 
in quadrature (I and Q) to the intermediate 
frequency (IF). At IF (2 MHz), the complex 
I/Q signal is filtered and amplified, and 
then digitized by the ADCs.  Automatic 
gain control, final channel filtering, de-
spreading, symbol correlation and byte 
synchronisation are performed digitally. 

When the SFD pin goes active, this 

indicates that a start of frame delimiter has 

been detected. CC2420 buffers the 
received data in a 128 byte receive FIFO. 
The user may read the FIFO through an 
SPI interface. CRC is verified in hardware. 
RSSI and correlation values are appended 
to the frame. CCA is available on a pin in 
receive mode. Serial (unbuffered) data 
modes are also available for test 
purposes.  

The CC2420 transmitter is based on direct 
up-conversion. The data is buffered in a 
128 byte transmit FIFO (separate from the 
receive FIFO). The preamble and start of 
frame delimiter are generated by 
hardware. Each symbol (4 bits) is spread 
using the IEEE 802.15.4 spreading 
sequence to 32 chips and output to the 
digital-to-analog converters (DACs). 

An analog low pass filter passes the signal 
to the quadrature (I and Q) upconversion 
mixers. The RF signal is amplified in the 
power amplifier (PA) and fed to the 
antenna.  

The internal T/R switch circuitry makes the 
antenna interface and matching easy. The 
RF connection is differential. A balun may 
be used for single-ended antennas. The 
biasing of the PA and LNA is done by 
connecting TXRX_SWITCH to RF_P and 

RF_N through an external DC path.  

The frequency synthesizer includes a 
completely on-chip LC VCO and a 90 

Not Recommended For New Designs

Figure 4.2.: Functional diagram of IEEE 802.15.4 radio CC2420 on page 8 of the techni-
cal datasheet [Tex06]. Power amplifier (PA) is located in the lower left side
in the figure.

Moreover, the PA operation in PiP also offers another benefit: less energy overhead.
For low-power WSNs, the energy consumption is always one of the most critical issues. In
PiP, when a node switches PA off, the energy consumption can be significantly reduced.
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4. Concurrent Transmission-based Collection

Figure 4.3 illustrates one specific case of a TelosB sky mote with 0 dBm TX power. With
the setting of 0 dBm TX power, the radio normally consumes around 28 mA current
for transmission, as the figure shows. With PA operation, specifically switching PA off,
the radio saves approximately 10 mA current for almost half a period. When switching
the PA on, the radio costs the same current consumption as the one without any PA
operation.
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Figure 4.3.: Energy cost of IEEE 802.15.4 radio (CC2420) with and without PA opera-
tion at TX power level of 0 dBm.

Please note, that the current consumption in Figure 4.3 includes all overheads such as
the energy consumed by the micro-controller, light and temperature sensors, and radio
transceiver. In this case, this leads to a higher current level than the one in the CC2420
datasheet [Tex06], i.e. 17.4 mA at 0 dBm TX power. As the zoomed-in sub-figure
shows, the current drops deeper when the node switches PA off (in blue) compared to
the one without PA operation (in red). This implies, that PiP can benefit from the PA
operation in terms of energy consumption. According to our experimental measurements,
we calculate that the current consumption is approximately 6.1 mA when PA is switched
off. For the sake of simplicity, we calculate the energy consumption of the CC2420 radio
according to Equation 4.1.

ETXwithPA
∝ (EPA_ON +

EPA_OFF

ω
) (4.1)

where ETXwithPA
is the energy consumption of a transmission with PA operation.

EPA_ON and EPA_OFF are the energy consumption when PA is turned on and off,
respectively. For a fair comparison to other protocols, we use ω, a factor converting
the current consumption with PA operation to an overall one provided in the datasheet
[Tex06], in order to compute the average energy consumption of PiP. Furthermore, the
corresponding current consumption [Tex06] with their factors at different TX power
levels are summarized in Table 4.1.
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Table 4.1.: Current consumption mappings to the corresponding TX power levels
[Tex06].

TX Power (dBm) Current Consumption (mA) ω

0 17.4 2.85
-1 16.5 2.70
-3 15.2 2.49
-5 13.9 2.28
-7 12.5 2.05
-10 11.2 1.84
-15 9.9 1.62
-25 8.5 1.39

4.4.1.3. Concurrent Transmission with Power Amplifier Operation

We develop PiP with PA operation through (i) extending the packet length and (ii)
dividing the extended packet into a number of in-packet slots. As a consequence, diverse
information from multiple single-hop nodes can be received successfully as long as the
various in-packet parts do not overlap in the concatenated packet. Based on CT with
PA operations, PiP can realize the single-hop packet concatenations.

4.4.2. Packet Concatenation

In this section, we address the following three key aspects to make PiP working. First,
the frame structure in PiP is elaborately re-designed since the received packet cannot
be validated automatically by the hardware. Besides, the flooding process with respect
to transmission and synchronization should continue even when the in-packet packets
collide with each other. Moreover, the strategy to avoid overlapping is required to ensure
that most of the in-packet packets are tightly aligned and received correctly.

4.4.2.1. Frame Structure

To support the concatenation of packets in a packet, PiP extends the frame structure of
Glossy by adding a two-byte checksum field, a 10-byte bitmap for ACK and one dummy
byte, as illustrated in Figure 4.4. The checksum is used to check the correctness of
the parts, including the bytes of frame length, header, sequence number, relay counter,
and bitmap of the concatenated packet. Besides, the dummy byte is considered as a
reserved period of time for parsing the received packet at the end of the transmission.
The details of the PiP frame structure are shown in Figure 4.4. The PiP payload is
divided by a guard byte into various in-packet slots. The guard byte distinguishes the
different in-packet slots and reserves the time for operating the PA. In this case, this
byte ensures that the PA operation does not affect the completeness of receiving each
individual in-packet packet. Each in-packet slot (or packet) is assigned for each neigh-
boring node correspondingly. Namely, an in-packet packet includes a one-byte header,
a seven-byte payload, and a slot checksum. The slot checksum ensures the correctness
of the corresponding in-packet packet, so that every in-packet packet is independent of
each other, even if an error occurs in the overall frame.
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Figure 4.4.: Hierarchical frame structure in PiP. PHY-layer frame refers to the physical-
layer frame structure in IEEE 802.15.4 standard.

4.4.2.2. Concatenation in a Packet

In PiP, we divide one packet into a certain number of in-packet packets (e.g., into seven
in-packet packets) with fixed length. Correspondingly, the sender switches PA on when
there is an in-packet packet to transmit and switches it off when there is nothing to
transmit. The receiver detects the (identical) overlapped headers (i.e., the preamble and
the Start of Frame Delimiter (SFD)) from multiple senders because of CTs. As long as
there is one sender, which turns PA on during the in-packet slot, the receiver can receive
the corresponding PA-on parts successfully.
As shown in Figure 4.5, two senders concurrently transmit their own information. The

receiver starts to record symbols in the air once a header is detected and stops based
on the frame-length byte, i.e., the first byte after the header. In a normal case of CT,
when the content of two packets is identical, the receiver can correctly receive the packet
due to constructive interference. In this case, the first six bytes (i.e., the header and the
length) are received based on constructive interference. Otherwise, when the content is
not the same, the receiver can receive the packet with the higher power because of the
capture effect. In the case of PiP, the capture effect still happens if multiple senders
switch PA on at the same time, e.g., in in-packet slot 4.

However, by switching the PA off, a sender in PiP is able to give away the opportunity
of being received to the other senders. For instance, the receiver in Figure 4.5 receives
the in-packet packet from sender 1 since sender 2 turns PA off in in-packet slot 1. When
it comes to a special case (e.g., in in-packet slot 5), where two senders, both, turn PA off,
the receiver does not detect anything in the air. However, in this case, the receiver still
makes a soft decision (see the CC2420 manual [Tex06]), even though there is nothing in
the air. As a result, a random sequence is placed as the content of the PA-off part at
the receiver, as illustrated in in-packet 5.

Moreover, when the PA-off part passes and a following PA-on part arrives, then the PA-
on part can be received and demodulated correctly because of the individual checksum
in each in-packet slot (see in-packet slot frame in Figure 4.4). In this case, the received
CRC in the footer is meaningless for the receiver since a random sequence might exist in
the packet. As a result, a received packet in PiP is validated by a software-based check
at the receiver instead of a hardware-enabled CRC.
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Generally, PiP maintains two schemes to concatenate in-packet packets (also referred
to as packet injection): (i) packet injection with pre-reservation and (ii) random packet
injection. On the one hand, packet injection with pre-reservation refers that senders have
their pre-defined transmission sequence for their own in-packet packet — pre-resevered
in-packet time slot. Therefore, the “collision” — where the capture effect occurs, e.g., in
in-packet slot 4 shown in Figure 4.5 — can be avoided. Because this in-packet time slot
can either be assigned to sender 1 or sender 2.

In the single-hop scenario shown in Figure 4.1, neighbors of node H concurrently trans-
mit the packet once they have been initiated by node H. Practically, there is almost no
chance to pre-assign the in-packet slots for all nodes in a WSN. Compared to the afore-
mentioned relatively “static” packet concatenation scheme, random (packet) injection,
on the other hand, is more flexible that requires no knowledge of the network in advance,
e.g., topology information. It enables senders to determine whether to transmit their
in-packet packet randomly in one in-packet slot without any pre-assigned transmission
sequence. Therefore, the node is allowed to transmit its in-packet packet in a randomly
chosen in-packet slot, i.e., randomly injecting in-packet packet in the current in-packet
slot.

To some extent, this randomness introduces the probability of collisions between
senders, e.g., in in-packet slot 4 depicted in Figure 4.5. The capture effect would hap-
pen only when multiple neighbors inject their different in-packet packets exactly into
the same in-packet slot. In this case, due to the capture effect, the receiver could only
receive the packet from one specific sender and would not receive the packets from other
neighboring nodes. In Section 4.5.2.2 and Section 4.5.2.3, we evaluate the performance
of both, PiP with pre-reservation and random injection, in terms of single-hop and mul-
tihop scenarios, respectively.
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Figure 4.5.: Packet concatenation of two senders with one receiver. Both senders switch
PA on and off to ensure that the receiver is able to receive various in-packet
packets from all senders during one transmission slot. If both of two senders
turn PA off, then the receiver makes a soft decision according to [Tex06],
thereby, placing a random sequence in the corresponding part.
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4.4.2.3. Time Synchronization

In this section, we explain how PiP exploits the designed frame structure to achieve time
synchronization. Most of the CT-based protocols achieve accurate time synchronization
by the receive-and-forward communication pattern proposed in Glossy [FZTS11]. The
accurate time synchronization is based on identical packets in the whole network of a
single CT round. However, in PiP, the packets cannot be identical throughout the net-
work due to the “collection” nature. Therefore, we deliberately design the PiP frame
structure and use one part of the frame to realize time synchronization. More precisely,
this part can be regarded as the CT-based in-packet packet, which is identical through
the network. Namely, it refers to the first 24 bytes (preamble, SFD, length, PiP Header,
sequence number, relay counter, bitmap, and checksum) in a PiP packet (see Figure 4.4).
Senders always turn on PA when transmitting this identical part of the packet. At the
receiver, this identical part can be always received correctly due to CT. As a result, the
back-to-back receive-and-forward pattern can continue to work and, thus, time synchro-
nization can be achieved even though the remaining parts of the packets from different
sources can be quite different.

4.4.2.4. Acknowledgment

The worst case of random in-packet packet injection is that all senders inject their packets
into the same in-packet slot, so that collision or the capture effect happens and some
of the packets never reach the receiver. In order to deal with this situation, we utilize
a bitmap (as depicted in Figure 4.4) to enable the receiver to give an acknowledgment
to all the senders (this is similar to Chaos [LFZ13a]). After the receiver receives a
certain in-packet packet from a specific sender, an acknowledgment is broadcast to all
the neighboring senders. Consequently, those nodes know that whose in-packet packet
has been delivered to the receiver. If the in-packet packet from one sender has been
delivered, then this sender would switch off its PA in the following TX rounds, so that
more in-packet slots will be available for the other senders. In other words, the bitmap
sent by the receiver notifies the senders that the in-packet packets from which node
have been received correctly. Senders that get acknowledged, will switch PA off and
inject nothing in the following transmission rounds. The acknowledgment scheme takes
several rounds until all the in-packet packets have been acknowledged. As a result,
various packets in in-packet slots can be received by the receiver.

4.4.3. Make it Work Network-wide

Previously, we explain how sensor nodes work with PiP. However, in order to make PiP
effectively work in a network scale, here, we clarify a number of definitions of PiP with
respect to the multihop network scale.
Figure 4.6 shows a small network consisting of four nodes — three source nodes and

one sink within two hops. The whole process of data collection can be defined as a PiP
period. Each PiP period consists of a number of PiP rounds. Each PiP round is made
up of several CT slots. One CT slot is for the transmission or the reception of one single
PiP packet.
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Figure 4.6.: Network-scale definitions and information exchange process in PiP. Basi-
cally, a data collection process is a PiP period. A PiP period consists of a
number of PiP rounds. In each PiP round, there exists several CT slots.
Note, the RX slot in yellow shows that multiple senders inject their own
in-packet packets into the major packet, thus, generating a so-called con-
catenated packet.

In PiP, data collection is initiated by the sink and the source nodes broadcast their
in-packet packets, relying on the attribute of concurrent transmissions. As a side effect,
CTs could not control the direction of the data flow if without any central scheduling
or processing, such as the one in LWB [FZMT12] or Chaos [LFZ13a]. In other words,
this “flooding” attribute could cause that the packets are flooded away from the sink and
never flow back.
For data collection applications, information generated by source nodes should not

only be collected by a single-hop neighbor, but also forwarded in the direction of the sink
hop-by-hop, and finally received by the sink. To achieve the oriented data propagation,
PiP exploits the concept of a rank [MTH+17], i.e., the topology information representing
the relative hop distance to the sink in each in-packet packet. For instance, the rank of
the sink is set to 0. In PiP, nodes compare the rank in the received in-packet packet
to their own rank. If the rank of the in-packet packet is greater than the rank of the
receiver, then this means that the in-packet packet is propagated from the source nodes
to the sink. On the contrary, an in-packet packet with an equal or smaller rank is neither
stored nor forwarded by a node.

4.4.4. Implementation Aspects

Our implementation is based on Contiki OS [DGV04] and TelosB Tmote Sky. CC2420
[Tex06], the transceiver on the Tmote Sky, requires that the SFD pin must be active
during the transmission of a data frame. Additionally, this pin (SFD) is the only one
that is active during the transmission of a frame. Therefore, no normal register in the
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transceiver could be utilized to directly operate PA during a transmission. However, in
our implementations, we operate with PA in the manner of busy-waiting for a certain
fixed period of time during the transmission of a frame: PiP estimates the time period
for a complete in-packet slot — in-packet slot. When the time is up, PiP forces to
operate PA in the transceiver, namely switching PA either on or off.
Another big challenge in implementation is, that there is extremely limited time to

parse, to restore, and to select in-packet packets that are to be forwarded. To overcome
these problems, we utilize the Direct Memory Access (DMA) to speed up in writing
the transmit buffer, reading from the buffer via the Serial Peripheral Interface (SPI)
bus, copy and set memory in micro-controller. That saves a lot of time in read- and
write-operations in memory.

4.5. Performance Evaluation

We evaluate PiP in terms of single-hop and multihop scenarios for data collections in
WSNs, respectively. Additionally, we compare the performance of PiP to a state-of-the-
art CT-based data collection protocol LWB [FZMT12] in each scenario.

4.5.1. Methodology

In this work, we use the FlockLab testbed [LFZ+13b] for our experimental evaluation.
We use the 26 indoor observers out of the 30, except outdoor nodes in the testbed, since
they were not constantly available during our experiments.
Similarly to previous chapters, for the network performance of PiP, we focus on three

key metrics to evaluate the performance of the selected protocols: (i) reliability (indi-
cated by PDR), (ii) latency (indicated by collection rounds), and (iii) energy efficiency
(indicated by radio duty cycle).
Specially, for CT-based protocols, it is however difficult to accurately measure the end-

to-end latency by using the output messages from the serial ports, since the process of
print is quite time-consuming and might cause clock drift. Besides, it is easy to compute
the number of collection rounds in LWB [FZMT12] as well. For the sake of simplicity
and fairness, in this chapter, we refer to the number of collection rounds as the notion
of end-to-end latency in data collection applications.
We compare PiP to the LWB [FZMT12], a popular state-of-the-art communication

protocol of low-power WSNs implemented in Contiki, following the trends of the 2018
EWSN Dependability Competition. LWB is realized by adding an application-level
scheduler to Glossy in order to support many-to-one applications. The experiments of
LWB are based on the TelosB-compliant code of LWB implemented by Sarkar [Sar16].
The basic configurations of LWB and PiP in multihop collection scenario (Section 4.5.3)
are summarized in Table 4.2. The configurations apply in Contiki OS for a fair compar-
ison.

4.5.2. Single-hop Capability of PiP

In this section, we review the single-hop performance of PiP. Basically, we show how
PiP can actively “control” the capture effect and two packet concatenation schemes, i.e.,
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Table 4.2.: Configurations of LWB and PiP in the multihop data collection scenario.
Parameter Configuration Description

LWB PiP
IPI 2 s 1.5 s Inter-packet interval (sensing frequency)

MINIMUM_LWB_ROUND 1 s – Duration of minimum LWB round
COOLOFF_PERIOD 30 s – Duration of the cool-off period

STABILIZATION_PERIOD 30 s – Duration of the stabilization period
MAX_PAYLOAD_LEN 3 bytes Maximum payload of a LWB data packet

SINK_NODE_ID 1 ID of the sink node
NUM_TX 5 Number of transmissions

static packet injection and random packet injection.

4.5.2.1. Resisting the Capture Effect

In general, the capture effect is strongly used in CT-based WSNs. Namely, when senders
transmit packets with different payloads to a receiver, then the receiver always receives
the packet with the strongest signal. To some extent, the PA operation in PiP controls
and eliminates the capture effect in order to ensure that the receiver successfully receives
other packets instead of the strongest one only.
As shown in Figure 4.7, we measured the Received Signal Strength (RSS) of a set of

neighboring nodes with node 3 as a receiver in FlockLab. The RSS values are measured
by using 0 dBm TX power in all senders.
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Figure 4.7.: Single-hop RSS values from various neighbors of node 3 in FlockLab. The
higher the RSS value is, the closer to node 3 the node is.

Besides, we carry out a number of local tests and experiments in FlockLab in order to
figure out the influencing factors on the performance of PiP, such as RSS value, relative
distance between sender and receiver, and TX power level. In these local tests and
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FlockLab experiments, two source nodes are pre-assigned to transmit their own packet
in in-packet slot 1 and 2, respectively.
Figure 4.8(a) and Figure 4.8(b) show the results from the local tests with TelosB

nodes. In the tests of non-equal distance, the further node is placed three meters away
from the host (i.e., receiver) without obstacles, while the closer node is quite close (less
than 0.5 meters) to the host. Thus, we ignore this short distance and assume that the
closer node is at the same point as the host. The distance difference between the further
node and the closer one to the host is roughly three meters. In the tests of equal distance,
both nodes are placed quite close to the host with the same distance.
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(c) Non-equal distance in FlockLab
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Figure 4.8.: Single-hop concatenations with non-equal/equal distance cases in local tests
and in FlockLab.

In the tests of non-equal distance, the host receives the PA-on part from the further
node when another sender turns PA off. As shown in Figure 4.8(a), the PDR of the
closer node is 100% due to the capture effect. The packets from both nodes could be
received by the host if they are transmitted using the PA operation. The PDR of the
further node is only 50% if it transmits using the PA operation, which is still much better
than its PDR without PA operation. This is, because, for the receiver, the concatenated
packet is quite sensitive to the packet decoding error in CTs (also mentioned in [KW16]).
However, the difference of distances are doubled in terms of the CT error due to the
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receive-and-forward scheme. The CT error for the two nodes is computed based on the
distance differences and the speed of the radio signal: approximately 0.02 µs.
To further prove whether the CT with PA operation can function against the capture

effect with respect to TX power, we used different levels of TX power in two source nodes
(i.e., node A and B), i.e., 0 dBm and −25 dBm, in the equal-distance scenario. This
is, because we attempt to exclude the influence of the relative distance difference to the
host. As shown in Figure 4.8(b), with PA operation, high PDRs are achieved by PiP,
which are independent of the TX power levels. Otherwise, PDRs would be worsened by
the occurring capture effect, e.g., the case of equal TX power without a PA operation.
Similar experiments are carried out in FlockLab. Figure 4.8(c) shows the worst case,

where node 33 is much closer to the host (node 3) than node 32, as indicated by the
RSS values in Figure 4.7. Even though, node 32 with a PA operation can still obtain
an average PDR of about 21%. Moreover, while in the case of equal distance to the
host, nodes (node 8 and 32) with PA operation are able to maintain an average PDR of
more than 80% as illustrated in Figure 4.8(d). In summary, experimental results reveal
that PiP works effectively to concurrently concatenate various packets from neighboring
source nodes in a single-hop manner.

4.5.2.2. PiP with Reservation

Static pre-reservation means that the pre-defined corresponding in-packet slots are pre-
reserved for the neighboring nodes to inject their own packet. In other words, each sender
knows, which in-packet slot within the packet is preserved for its own transmission.
Figure 4.9 illustrates the results for the single-hop cases with pre-reserved order in local
tests and in FlockLab, respectively. Basically, the number of receptions equals to the
number of transmissions (NUM_TX) (indicated in Table 4.2) plus one, e.g., receiving
(RX) once means that the NUM_TX is set to two.
As Figure 4.9(a) and Figure 4.9(b) illustrate, the number of receptions has a positive

effect on the PDRs in most cases. That is, higher PDRs can be achieved by increasing the
number of transmissions. It is also clear that with our bitmap-based ACK mechanism,
PiP is able to further improve the PDRs in both, local tests and experiments in FlockLab.
The kind of PDR improvement is more noticeable, especially in the case of real-world
testbed shown in Figure 4.9(b). Besides, in general, our results of the local tests in
Figure 4.9(a) are better than the ones in FlockLab in Figure 4.9(b). This is, because we
attempt to deploy the sender closer to the host in our local tests, which could alleviate
the synchronization errors caused by the round time of transmission spent in the air.

4.5.2.3. Random Injection

Differ from the pre-reservation scheme, random packet injection refers that in a single
in-packet slot, multiple senders randomly decide whether choosing the current in-pakcet
slot to transmit their own in-packet packet or not: There is no pre-defined transmission
order of multiple senders to avoid in-pakcet slot overlaps. Namely, while concurrently
sending in-packet packets in one collection round, senders randomly inject their own in-
packet packets into the current in-packet slot without any pre-defined order. Therefore,
it combines the idea of an CSMA scheme with CT. The sender could back-off to the
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Figure 4.9.: Single-hop concatenations with static pre-reservation in local tests and ex-
periments in FlockLab.

next PiP round if its in-packet packet overlapped with other in-packet packets from
other nodes.
As Figure 4.10 shows, the overall performance is worse than the one with the pre-

reservation in both, local and FlockLab experiments (see Figure 4.9), since the collision
happens with a higher probability, and thus, deteriorates the quality of transmission.
However, the worst PDR in this scenario is still higher than 50%, i.e., node 28 in

Figure 4.10(b), since node 28 is the furthest one to the sink node (also indicated by the
RSS values in Figure 4.7).

4.5.3. Multihop Data Collection

In this section, we review the multihop collection performance of PiP. In general, we
focus on four performance metrics: network initialization time, reliability, data collection
round, and radio duty cycle. Besides, we evaluate the performance of PiP with random
packet injection scheme and compare it to LWB in terms of those four metrics.
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Figure 4.10.: Single-hop concatenations with random injections in local tests and exper-
iments in FlockLab.

4.5.3.1. Initialization Time

In the TelosB-compliant version of LWB [Sar16], the cool-off period refers to the time
spent on time synchronization of the nodes in the whole network. The sink sends a syn-
chronization packet once every second. After the cool-off period, a network stabilization
period is executed, which contains a request/reply slot and a contention slot of all the
source nodes. In contrast, PiP does not require a network-wide initialization such as a
cool-off period and a stabilization period as in LWB [Sar16], since PiP does not rely on
the central scheduling in LWB.
Figure 4.11 illustrates two resulting initializations of PiP and LWB with TX powers of
−5 and 0 dBm, respectively. As shown in Figure 4.11, PiP initializes the network within a
much less period of time compared to LWB. The cool-off and stabilization time of LWB
can be re-configured in the implementation [Sar16]: Even with least time for cool-off
and stabilization, to settle down the network initialization and the time synchronization
among all nodes in FlockLab, at least 25 rounds (or seconds) are required.
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Figure 4.11.: Comparison of the network-wide cool-off time between PiP and LWB in
FlockLab.
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4.5.3.2. Reliability

We conduct a number of experiments of PiP in FlockLab with a number of different
configurations: We tune the number of PiP rounds ranging from seven to thirteen and the
level of TX power of −5 and 0 dBm, respectively. For one configuration, we run five times
of experiments and compute the mean values and the corresponding standard deviations.
In one single experiment, we run more than 1000 PiP periods of data collection.

Higher average PDRs are achieved by increasing the number of PiP rounds, as shown
in Figure 4.12(a). The average PDR of LWB is 99% at 0 dBm and 98.9% at −5 dBm.
Observing the experiments of PiP with nine rounds in one period, the worst-case PDRs
amounts to 96.8% at 0 dBm and 97.6% at −5 dBm. By setting the round value to 11,
the average PDR can reach 98.7% at 0 dBm. When the round value is set to 13, then
the average PDR is 98.5% at 0 dBm and 97.7% at −5 dBm.
The dominant reason for packet loss of Glossy-like protocols is inaccurate time syn-

chronizations. As a result, the sink does not receive anything in a few continuous LWB
slots. This phenomenon becomes more apparent when the network diameter increases.
However, in PiP, the packet loss is mainly led by the collisions among different in-packet
packets. Moreover, the packet loss problem caused by different distances as mentioned in
the single-hop scenario is thereby solved accidentally. The reason is that — once source
nodes get an invalid packet — their "RX-TX" sequence is disrupted by accident. Thus,
the source nodes at the same level have the opportunity to receive the in-packet packets
from each other. As a side effect, the in-packet packets are relayed by those neighbors
opportunistically. Therefore, the average PDRs in multihop scenarios are higher than
the ones in the single-hop scenarios. The PDRs at lower TX power levels are lower than
the ones at higher levels, when the PiP round number is relatively small (e.g., seven), as
shown in Figure 4.12(a). A number of transmission rounds are insufficient, since severe
collisions occur in the in-packet packets, resulting in degraded end-to-end PDRs.

4.5.3.3. Collection Round

Besides, we show the performance of different collection rounds of PiP. As shown in
Figure 4.12(a) and Figure 4.12(b), PDR and the duty cycle of PiP are increased with
the number of PiP rounds, e.g., PiP with eight rounds achieves more than 95% PDR
and around 25% duty cycle. Note, that there is no so-called (collection) round in LWB.
But according to our experiments, LWB requires at least 25 seconds to complete the
data collection specifically in FlockLab.

4.5.3.4. Duty Cycle

Figure 4.12(b) presents the comparison of the duty cycle in PiP and LWB. The duty
cycles of PiP are revised by Equation 4.1 with ω according to Table 4.1. All the duty
cycles are converted based on the same total period for comparisons, i.e., the duty cycles
of LWB are extended by a factor of 2/1.5. PiP exploits the duty cycles of 28.1% at
−5 dBm and 26.3% at 0 dBm with nine rounds, while LWB maintains duty cycles of
18.4% at −5 dBm and 18% at 0 dBm, respectively. LWB performs better with respect to
duty cycles (after network initialization). However, on the one hand, this result does not
include the energy cost of the network initialization. On the other hand, the transmission
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order of senders (in a so-called contention slot) is scheduled in advance in LWB while
nothing is pre-assigned in PiP. This also inevitably degrades the overall energy efficiency
and the adaptation of LWB.
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Figure 4.12.: Comparison of performance metrics between PiP (with random injection)
and LWB with TX powers of −5 and 0 dBm, respectively, in FlockLab.

4.5.4. Discussion

The prototype of PiP has proved that the idea of packet concatenation in the air works
in principle. A set of factors on practical data collection applications are discussed next.
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4.5.4.1. Capability

Most of real-world WSNs are developed to collect data of sensors such as humidity and
temperature. In this case, only a small-sized payload is required for this data. In PiP,
the length of an in-packet packet is nine bytes. However, the payload of three bytes is
reserved for users, excluding the node ID (two bytes), rank (one byte), header (one byte),
and checksum (two bytes). The in-packet packet can also be extended if the payload
size cannot satisfy the application requirement. Nevertheless, the maximal payload size
of IEEE 802.15.4 (i.e., 125 bytes) limits the size and the number of in-packet packets.
The network scale that PiP applies, depends on the size of the bitmap field, meaning
that PiP currently supports a WSN with 80 nodes.

4.5.4.2. Behind MAC

CT also plays a critical role in PiP. The concatenation of packets cannot be imple-
mented easily if there is no CT. This is because the packets in a packet are sensitive
to the precision of the alignment of transmission (tight time synchronization). In CT-
based network, receivers transmit the packets once the reception stops. They keep the
alignment of transmission relying on the end of reception and the valid received packet.
Therefore, the length of the forwarded packets must be identical and so do the con-
tents. Moreover, the timeout scheme enables the process of receive-and-forward not to
be stopped by invalid received packets in Chaos [LFZ13a]. The reception is triggered by
the synchronization header and stopped according to the length of the frame. The align-
ment of transmission among nodes relies on their the accurate clocks. The part-by-part
validations of the received packets rather than automatic validation of the whole packet
by the hardware guarantee that the CTs with different contents do not be terminated.

4.6. Conclusion

In this chapter, we proposed an energy-efficient communication paradigm based on IEEE
804.15.4 for timely data collection in low-power WSNs. PiP exploits both, constructive
interference and the capture effect to achieve high reliability and low latency. Moreover,
PiP maintains a packet concatenation capability to gather single-hop information in
a best-effort manner. We further compared PiP to LWB, a state-of-the-art CT-based
collection protocol, by extensive experiments in FlockLab. Experimental results reveal
that PiP highly reduces the collection duration and achieves a good performance in
terms of high reliability and high energy efficiency in all experiments.
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5.1. Introduction

WSNs have been recognized as promising tools to collect relevant, in-situ data for a wide
range of application domains. Plenty of those real-world WSN-based applications have
known predefined lifetimes. Several examples of such applications and their planned
lifetimes are listed in Table 5.1 [RM04]. Basically, the applications have expected life-
times within which the WSNs must function properly to fulfill the tasks. For instance,
the College of Atlantic and Berkeley University conducted field research on the Great
Duck Island (GDI) [MCP+02]. The research objective was to explore the usage pattern
of the nesting burrows when one parent or both parents alternate between incubation
and feeding. In the project, the monitoring application was designed to run for seven
months.

Table 5.1.: Various WSN-based applications together with their corresponding expected
lifetimes and affected performance metrics while maximizing the lifetime.
Project Task Lifetime Performance Metrics
Avalanche days (duration of a hike) reliability
Glacier months reliability
GDI months (breeding period) reliability, energy efficiency
Grape months (growth period) energy efficiency, timeliness

ZebraNet one year throughput, energy efficiency
Ocean years reliability, timeliness

Despite this valuable knowledge of lifetime expectancy, the WSN literature reports
heavily on solving the lifetime maximization problem [HY08,YX10, ZWLL12] in order
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to enable the WSNs to run as long as possible. Such maximization sometimes comes
at the expense of degrading other QoS parameters such as reliability, energy efficiency,
latency, and throughput. On the contrary, exploiting design-time knowledge during
run-time can be beneficial for the performance of QoS self-adaptation structures.

In this chapter, we introduce a strategy for QoS improvement, referred to as Lifetime
Planning (LP). The core idea behind our proposed strategy is to deliberately reduce the
operational lifetime beyond a given maximal required lifetime to a predefined lifetime.
Simultaneously, the nodes’ lifetime has to meet the predefined time required to complete
tasks. The amount of conserved energy is then utilized to provide a set of best-effort QoS
metrics. According to the application scenario, the user can collect data on the basis
of spatial mapping, target tracking, or both. Lifetime planning considers the case of a
heterogeneous network in which data aggregation is achieved in an event-driven and time-
driven manner. Namely, the proposed strategy re-configures the low-level controllable
parameters similar to [ZFM+12], such as transmission power, duty cycle, and sampling
rate, so that event-miss probabilities are minimized and the sampling rates for continuous
data flows are optimized.

Technically, LP is feasible through exploiting design-time knowledge. During design-
time, a set of QoS maximal and minimal boundaries is estimated. These boundaries
act as two thresholds where the instantaneous QoS metric should settle in between. At
run-time, low-level parameters are tuned — within the allocated range — in the light
of changes in the scenario and the environmental dynamics. Accordingly, a framework
for self-adaptation is exploited to dynamically adapt the low-level parameters. The
autonomic Monitor Analyze Plan Execute (MAPE) model [GSC09] is the basis of our
self-adaptation technique. Afterwards, a reasoning engine is responsible for checking
QoS boundary violations. Whenever a conflict occurs, then the low-level parameters are
therefore triggered to be updated.

Throughout this chapter, we consider a cluster-tree topology where a hierarchical
structure of the MAPE control loop is proposed. In this case, a system update —
emerged from each sensor node — is only executed whenever permission is granted from
its corresponding cluster head. This limitation is intuitive to prevent any selfish node
strategy. To determine the system performance throughout the entire lifetime, we have
designed an office monitoring scenario. The indoor environment dynamics are exploited
to validate our proposed approach. A network of Tmote sky sensor nodes is deployed in
the Contiki OS [DGV04] network simulator Cooja [ÖDE+06].

The remainder of this chapter is organized as follows. Section 5.2 surveys previous
endeavors to maximize lifetime and to design self-adaptation mechanisms in WSNs.
Section 5.3 provides a brief overview of our protocol. Section 5.4 details the proposed
strategy — LP. An analytical QoS model is introduced and validated in Section 5.4.3.
The office monitoring scenario and its dynamics are elaborated in Section 5.4.4. Sec-
tion 5.5 shows a comparative performance analysis in terms of reliability, latency, and
network lifetime. Finally, the conclusion together with an outlook is given in Section 5.6.
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5.2. Related Work

In this section, we motivate our proposed solution via exploring existent state-of-the-art
for maximizing the lifetime and several self-adaptation scheme in WSNs.

5.2.1. Lifetime Maximization

Many efforts are exerted to maximize the operational lifetime of WSNs. Authors in
[HY08] propose an optimal routing and data aggregation scheme to maximize network
lifetime while reducing data traffic. Rao et al. [RLCL09] consider the trade-off between
network performance and lifetime maximization in real-time WSNs as a joint non-linear
optimization problem. Based on the solution to such a mathematical optimization prob-
lem, they developed an on-line distributed algorithm to achieve an appropriate trade-off.
Alternatively, an adaptive fault-tolerant QoS control algorithm is designed in [CSE11]
to meet the QoS requirements in query-based WSNs. They developed a mathematical
model in which lifetime of the system is considered as a system parameter. Then, they de-
termined the optimal redundancy level that satisfies QoS requirements while prolonging
the lifetime. However, the network dynamics is not fully considered in their application.
To some extent, the work is specified in the fault-tolerant and query-based WSNs, thus
several QoS metrics are not mostly critical to the users. Similarly, authors [YX10] pro-
pose a framework for delay-tolerant applications that utilizes a mobile sink to maximize
the lifetime of WSNs. Alternatively, the authors in [ZWLL12] present a sleep-scheduling
technique, referred to as Virtual Backbone Scheduling. It provides multiple overlapped
backbones working alternatively to maximize the network lifetime. However, none of
these studies thoroughly considers or provides QoS support in WSNs, which are highly
required based on the type of application.

5.2.2. Self-adaptation Scheme

A number of strategies of designing frameworks for self-adaptation are addressed in the
literature [MGR09,ASB+14, SVNSO+11, JH13]. Munir et al. [MGR09] design a tuning
algorithm based on a Markov Decision Process (MDP). This tuning scheme is scheduled
to meet the user requirements and the dynamic environmental changes. Hence, mes-
sages in the network are flooded back and forth. They consider an energy consumption
minimization scheme, which in turn increases the number of reconfigurations. The MDP
algorithm is evaluated in MATLAB and therefore, the overhead of porting it to real sen-
sor nodes is not investigated. Moreover, a proactive mechanism is proposed in [ASB+14]
to optimize the system behavior through forecasting future conditions. Although this
approach reduces the energy consumption, it increases the end-to-end delay due to the
incurred computational overhead and the centralized nature of this algorithm.
Furthermore, an adaptation technique — similar to our approach — is introduced

in [SVNSO+11], which also makes use of design-time knowledge. The system parame-
ters are assigned in response to the expected and detectable scenario dynamics. Data
flooding is used to distribute commands among sensor nodes. Despite the simplicity
of this strategy, it does not react to unexpected environmental dynamics. Besides, the
adaptation of network routing is manly based on flooding that completely contradicts
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with the goal of high energy efficiency.
The authors of [JH13] focus on the self-adaptation mechanism. They adapt the MAPE

control loop over tree-based topologies. The cluster heads are completely responsible for
planning the reconfigurations. In fact, this computational overhead burdens the cluster
heads and leads to rapid battery depletion. Hence, their distribution of the MAPE four
phases (M, A, P, and E) is arguable. In our self-adaptation mechanism, we balance the
energy draw via planning the reconfigurations at each node. Then, the cluster heads
utilize their knowledge of the cluster status to approve or disallow the reconfigurations
of their children. However, relationships between the residual energy and other QoS
metrics on the network-scale are still not carefully considered.

5.2.3. Summary

In this chapter, we present our cross-layer QoS optimization approach LP, in which the
drawbacks of the aforementioned methods are sidestepped. LP makes use of design-
time knowledge and relies on a light-weight self-adaptation procedure during run-time.
Besides, based on the network model, LP carefully considers the WSN lifetime, QoS
boundary, as well as the QoS metric conflicts.

5.3. Overview

In this chapter, we present LP, in which the drawbacks of the aforementioned methods
are sidestepped. First, the algorithm makes use of design-time knowledge and relies
on a light-weight self-adaptation procedure during run-time. Afterwards, we briefly
describe the relevant definitions including WSN lifetime, QoS boundary, as well as the
network model, based on which we need to concisely describe our approach. Moreover,
we introduce assumptions made and define the problem of QoS degradation in response
to lifetime maximization.

5.4. Design of Lifetime Planning

In this section, we explain the crux behind our proposed strategy LP for low-power
WSNs. The main ideas are to (i) conserve energy by limiting the lifetime below a
maximal possible lifetime, and (ii) exploit the design-time knowledge for controlling
application-relevant QoS metrics. In fact, design-time knowledge of the application
scenario is a significant resource. Such valuable knowledge can drastically decrease
the computational burden on the self-adaptation mechanism. Furthermore, it can be
utilized to engineer the lower and upper boundaries of QoS metrics. For instance, office
monitoring applications do not have to provide extremely high service quality at night
or during holidays. Based on the scenario dynamics, the instantaneous QoS metrics are
confined between their boundaries.
The autonomic MAPE reference model [GSC09] is exploited to design a self-adaptive

management element, as depicted in Figure 5.1. At run-time, the QoS metrics are con-
tinuously monitored. A set of secondary sensors — such as temperature and light sensors
— forward their readings to the adaptation mechanism. Subsequently, the received data
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is analyzed to discover any interesting events. Accordingly, nodes find a course of action
to adapt the low-level parameters once a problem has been detected.

Actuators

Predictive Models PlanAnalyze Variability Models

ExecuteRun-time 
ReconfigurationMonitor Input Features 

Extraction

Knowledge
Repository

Management Element

Sensors

Figure 5.1.: Autonomic MAPE model [GSC09] in WSNs.

5.4.1. Comparative Analysis

To compare the proposed strategy LP to lifetime maximization, a network model has to
be defined first. Consider a network consisting N wireless sensor nodes. A cluster-tree
topology is used to avoid flooding unnecessary adaptation-oriented control packets in
the network. In this case, the sensor nodes are grouped intoM clusters controlled by a
single sink node (base station).
Each cluster Ci has a (cluster) head node Chi that manages its child nodes S =
〈si1, si2, . . . , sij〉, where j+1 is the cluster capacity. Clusters are formed based on various
criteria such as communication range, number and type of sensors, and geographical
location. Generally, the head nodes are frequently elected for balancing the intra-cluster
energy consumption. Please note, that the clustering method for such a homogeneous
WSN is beyond the scope of this chapter.
We assume that all nodes sij are allocated an equal amount of energy E0. Hence, we

consider a worst case where the network has neither energy harvesters nor special nodes
with a larger energy budget. It is assumed that m low-level controllable parameters
P = 〈p1, p2, . . . , pm〉 have a range of adjustable values. The user can provide a set
of QoS requirements Q = 〈q1, q2, . . . , qn〉 that are used for adapting the parameters of
P . Moreover, the user has to define the task lifetime Ltask in which the network must
function with a best-effort performance. Accordingly, we define the WSN lifetime as
the time span from deployment till the end of the intended task as depicted by Ltask in
Figure 5.2.
For maximization, on one hand, the lifetime is typically maximized by “squeezing”

other quality metrics. The second row of Table 5.1 lists several relevant QoS metrics of
real-world WSN-based applications. These metrics are severely affected by maximizing
the operational lifetime. On the other hand, each sensor node spends an amount of
energy to continue functioning beyond the expected task period. Such an amount of
energy waste can be modeled as an area of a rectangle (in dark blue) shown in Figure 5.2.
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Figure 5.2.: QoS metrics in the light of heuristic lifetime maximization and planning.

The height of this rectangular represents the provided QoS level. Accordingly, the pro-
vided QoS after the completion of the task (hashed in the figure) ∆̄ can be characterized
by the following equation:

∆̄ := Q̄lower(Lmax − Ltask) (5.1)

where Q̄lower is the QoS level that could be provided until the lifetime Lmax. Ltask
denotes the task’s actual lifetime. We consider level Q̄lower as the worst case, where the
service can be further improved. To sum up, sensor nodes mostly consume superfluous
energy beyond the lifetime Ltask at the expense of relaxing other service qualities. In
the sequel, we discuss the architecture of our proposed framework in more detail.
The proposed LP exploits the residual energy thanks to the knowledge of expected

lifetime — energy that still exists after the WSN task has been already accomplished
— to improve the performance instead of wasting it beyond the lifetime Ltask. Simul-
taneously, such a planning improves the provided QoS. Without planning, the average
QoS resembles a lower boundary during the task lifetime. On the contrary, the plan-
ning strategy affords an upper level of QoS by investing the residual energy ∆̄ over the
lifetime Ltask. Equation 5.2 expresses the new level of the QoS Q̄upper over the lifetime
Ltask.

Q̄upper :=

(
Q̄lower +

∆̄

Ltask

)
(5.2)

In the following, we estimate a speedup ratio to examine the superiority of LP over
lifetime maximization. A speedup ratio S between the naïve quality — obtained by
solving the maximization problem — and the quality provided by LP is defined as given
in Equation 5.3. The total power consumption is an approximation where a linear
proportion exists with the average quality Q̄. The term P2 =

(
E0−Ew
Ltask

)
expresses the

average consumed power during the lifetime Ltask, where Ew is the residual energy in
a sensor node. Similarly, the consumed power during the lifetime Lmax is specified by
P1 =

(
E0−Ew
Lmax

)
. The speedup ratio S is then given by Equation 5.3.
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S :=
Q̄upper
Q̄lower

∼=
∫ Ltask

t=0 P2(t)dt∫ Lmax

t=0 P1(t)dt
(5.3)

where P2(t) and P1(t) are the instantaneous power consumption as functions of time.
Knowing that the energy consumed in both cases is identical and that Lmax > Ltask
holds, we can infer that the speedup ratio is larger than 1 (i.e., S > 1). After analyzing
both strategies, i.e., maximizing and planning the lifetime, we then discuss the idea of
self-adaptation in the perspective of network. In the next section, we explain how to
implement the MAPE-based self-adaptation algorithm within the network.

5.4.2. Hierarchical Self-adaptation

In this work, we focus on the self-adaptation mechanism and performance of each sen-
sor node under LP. We address the self-adaptation mechanism from the network per-
spective. Accordingly, we introduce a hierarchical WSN exploiting the self-adaptation
scheme. Figure 5.3 depicts the MAPE loop assignment within a cluster-based WSN.
The placeholders M, A, P, and E stand for the components of the MAPE loop, namely
Monitor, Analyze, Plan, and Execute. As demonstrated in the figure, both cluster
heads and their children implement the components of the MAPE loop, whereas the
base station only analyzes and plans for the cluster heads.

A P

A EM P

A EM P

Base Station

Cluster Head

Sensor Node

Figure 5.3.: An heuristic network architecture of a proactive WSN exploiting the MAPE
scheme.

Under these settings, reconfigurations of the low-level parameters in each child node
have to be reviewed by the corresponding cluster head, which is “data-rich” about its
cluster. This constraint primarily sidesteps the execution of plans that harm the inter-
sensors cooperation. The base station, in our setting, gives permission to execute pro-
posed plans in the cluster heads. This hierarchy of data flow can highly improve the
nodes’ self-adaptation with emphasis on the global network parameters. In general, two
research questions are raised when dealing with proactive adaptations: (i) How to select
the best fitting target configuration? And (ii) how to deal with conflicting objectives?
Our proposed LP implicitly solves these two challenges. First, the best fitting is con-
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sidered close to the upper QoS boundary as long as the lifetime is in its predefined range
[0, Ltask]. Second, the conflicts are sidestepped through the QoS model in lifetime plan-
ning. To confirm this hypothesis, we further investigate the QoS metrics to discover the
possible conflicts. Next, we investigate QoS metrics of interest such as communication
reliability, latency, and energy consumption.

5.4.3. QoS Modeling

In this section, we provide a QoS model that relates application-level QoS metrics to
low-level parameters. The goal is to explore any possible conflicts between the various
QoS metrics when adapting LP.

5.4.3.1. Analytical Model

For our analysis, we account for three major QoS metrics, i.e., reliability (PDR), la-
tency (delay), and energy consumption. These mapping functions are devoted to control
the node’s behavior at run-time. Specifically, our QoS model is based on merging the
Hoes’s model [HBT+07] and the probabilistic Markov chain model of the IEEE 802.15.4
standard [ISA11] referred to as Park’s model [PDMFJ13].
Reliability: In our model, reliability R(sij) is defined as the probability of correct-

ness and success of packet transmission between the nodes i and j. Specifically, our
model differentiates itself from Park’s model [PDMFJ13] by further considering the sig-
nal corruption in the accompanied noise (i.e., correctness), while Park’s model accounts
only for the contention-loss probability (i.e., successful transmission). The multiplicative
reliability metric R(sij) is expressed in terms of the Signal to Interference plus Noise
Ratio (SINR) and the approximated probability of successful packet transmission R̃(sij)
as given in Equation 5.4.

R(sij) =
(

1−Q
(√

2× SINR
))b
× R̃(sij) (5.4)

where b is the packet size (in bit) and Q(·) is the tail probability of the standard normal
distribution. The second part of Equation 5.4 represents the probability of successful
packet reception. It mainly depends on the packet generation rate, the operational duty
cycle, and the (re-)transmission times. The term SINR has a direct relationship with
the transmission power via Equation 5.5.

SINR =

(
Prx
N

)
=
Kr × Ptx × (d0/d)r

K × T ×B
(5.5)

where Prx and Ptx are the received and transmitted power respectively. The noise
level N is expressed by the Boltzmann’s constant K, the effective temperature in Kelvin
T , and the receiver bandwidth B. The remaining terms are as follows: r is the path-loss
coefficient (r ≥ 2). Kr is the constant gain factor. d0 is the reference distance, while d
is the actual distance between a transmitting node Tx and a receiving one Rx.
Latency: In Park’s model [PDMFJ13], the latency is defined as the time interval from

the time point a packet is at the head of its MAC queue and ready to be transmitted until
the transmission is successful and an acknowledgment has been received. In contrast,
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our model extends this notion via considering the time span from the arrival of a nearby
objective until its detection (detection delay) as well. Equation 5.6 describes the additive
delay metrics D(sij) as a function of the sampling rate rs, the detection duration Ds,
and the transmission delay D̃.

D(sij) =

(
1

rs
+Ds

)
+ D̃ (5.6)

Energy Consumption: In this work, we assume that the radio transceiver is in sleep
mode during the back-off mechanism specified by the IEEE 802.15.4 standard [ISA11].
Moreover, we presume that packet transmission and reception have identical energy
consumption. Accordingly, the total energy consumption P(sij) can be expressed by the
Equation 5.7.

P(sij) = f(sij) (Es × rs + Pmcu) + Eradio (ro + κ× ri) (5.7)

where Es is the energy consumption of the sensing module, Pmcu is the consumed
power for processing the sampled data, and f(sij) is the (active) radio duty cycle of the
transceiver. The output traffic rate r0 is the average rate of packet transmission while ri
represents the received traffic rate from κ neighboring nodes. Neglecting the consumed
energy in sleep mode, the term Eradio reflects the average power consumption during
channel sensing, MAC back-off state, and packet transmission including both, successful
transmission and packet collision.

5.4.3.2. Model Validation

We discuss the validation of the proposed QoS analytical model. We implement our
aforementioned analytical model in MATLAB and compare the results with the sim-
ulations by the Cooja simulator [ÖDE+06] in Contiki OS [DGV04]. We estimate the
contention loss and the transmission delay in the various simulation scenarios. Simul-
taneously, we measure the parameters in the MAC layer that would be applied later
in our analytical model in MATLAB, such as the probability of the first CCA α and
the probability of the second one β. During our simulations, we utilize the powertrace
application [Dun11] to estimate the power consumption.
Table 5.2 presents the general configurations of the simulations. Considering the

PER and the contention loss ratio, we carry out simulations by setting various values
of parameters in Cooja, such as number of nodes, channel check rate, and idle time
interval, based on the equations stated above.
For the number of nodes, we select the values of 4, 8, and 16 for a single cluster head.

Besides, we set the channel check rate to 8, 16, 32, and 64 (Hz), respectively, in each
simulation. For simplicity, we fix the idle time interval to 1000 milliseconds (ms) for
all simulations. In this case, we run 12 (3 × 4 × 1) simulations in total. Taking the
matter of time into account, we run each simulation in approximately 10 minutes for
each scenario. In each simulation, multiple transmitters (i.e., child nodes) generate a
data packet in every idle time interval. Then, each node performs two CCAs before
transmission. If these two consecutive CCAs are both clear, meaning that the channel
is idle at the moment, then the node transmits that data packet to the receiver (i.e.,
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Table 5.2.: Simulation parameters.
Parameter Configuration
Framer 802.15.4 framer
Radio Duty Cycling ContikiMAC
MAC CSMA/CA
Network Rime
Radio Model Unit disk graph medium
Simulated Node Type Tmote sky
Packet Size 32 bytes
Transmission Power -7 dBm
Transmission Range 10 meters
Idle Time Interval 1000 ms
Number of Nodes 4, 8, 16
Channel Check Rate 8, 16, 32, 64 Hz

cluster head).
Reliability. In our model, the reliability represents the probability that a sensor node

correctly and successfully transmits a data packet. Thus, it describes the probability
that neither a single bit error occurs in the packet during transmission, nor that the
data packet is discarded as a result of a contention of the communication medium.
By utilizing the measurements from simulations, we obtain the average PDR of all

the sensor nodes in different simulation scenarios. Then, using the reliability formula
(Equation 5.4), we obtain the average PDR of our analytical model in the corresponding
scenario via MATLAB.
Figure 5.4(a) shows the deviation of the average PDRs between the analytical model

and the simulation. As shown in the figure, the deviation of the average PDR between the
analytical model and the simulation decreases along with the increment of the channel
check rate and the number of nodes. Even in the scenario with four nodes and 8 Hz
channel check rate, the difference between the analytical and the simulated results is less
than 4%.
Latency. As stated in Equation 5.6, the average transmission latency in our model

contains two parts, Ds and D̃. The first part — the detection delay — is easy to obtain
once the sensor’s sample rate, the duration of sampling, and the duration of detection
are fixed. The second part, the transmission delay, is the average delay for a successful
packet transmission. It is defined as the time interval from the time instant the packet
is at the head of its MAC queue and ready to be transmitted until the transmission was
successful and the acknowledgment has been received. Therefore, we mainly discuss the
validation of the average transmission delay D̃.
Similarly, we obtain the average transmission delay of all the sensor nodes from simu-

lations in different scenarios. By using the settings of parameters in the MAC layer, we
obtain the average transmission delay in the analytical model.
Figure 5.4(b) illustrates the deviation of average transmission delay between our an-

alytical model and the simulations. As shown in the figure, the average transmission
delay is affected by the number of nodes when the channel check rate is less than 32
Hz. Additionally, the delay is affected by the channel check rate whenever the rate is
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greater than or equal to 32 Hz. In the scenario of 16 nodes, the difference between
the analytical model and the simulated one is still less than 10 ms. To conclude, our
proposed analytical model considers several layers of the network stack. According to
the validation work, the model is feasible enough to be invoked for detecting possible
QoS conflicts due to LP.
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Figure 5.4.: Performance metrics with various channel check rates evaluated in Cooja
simulations.

5.4.3.3. Discussion

In this section, we extracted the main model parameters to search for possible conflicts.
Figure 5.5 summarizes the aforementioned relationships via delineating a mapping model
between the low-level controllable parameters and the high-level QoS metrics. The
rectangles represent constant values, while ovals are metrics that depend on the other
parameters. The considered quality metrics are reliability, latency, and lifetime. Lines
with a filled circle at the end embody direct proportions, i.e., if a low-level parameter is
increased, then the corresponding metric increases as well. Similarly, lines with an open
circle indicate inverse proportions.
The model depicts the possible trade-offs where adjusting a parameter has a positive

influence on some quality metrics and a negative influence on others. These trade-offs
are implicitly avoided in LP. This fact emerges from intentionally reducing the lifetime
below the maximal operational lifetime. Moreover, other metrics — such as reliability
and delay — have no inter-contradictions, as can be seen in Figure 5.5. Therefore, LP
not only improves the provided QoS, but also avoids using any sophisticated algorithm to
optimize contradicting metrics. However, to ensure the correctness of these remarks, we
have to evaluate our novel QoS model. As a proof of concept, the next section discusses
our implementation of an office monitoring scenario. This case study is investigated to
examine the network performance with and without lifetime planning.
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Figure 5.5.: Hierarchical relationships among QoS metrics.

5.4.4. Case Study: Office Monitoring Scenario

Energy efficiency in smart buildings is an important application objective of WSNs. To
conserve energy, for example, online data has to be collected as a basis for dynamically
controlling the lighting and heating systems. Such data also include the location of
persons and their activities. In this section, we consider an active indoor localization
scenario. A network of TelosB sensor nodes is simulated in the Cooja simulator. Specif-
ically, the testbed consists of eleven Static Sensor Nodes (SSNs), which monitor the
observed geographical areas, measure environmental changes, and forward event pack-
ets to the sink (base station). Another set of Mobile Sensor Nodes (MSNs) represents
the indoor traffic. These MSNs broadcast identification packets to neighboring SSNs.
To localize the MSNs, the sink node processes the RSS values for communication links
between the MSNs and the nearby SSNs.

5.4.4.1. Scenario Dynamics

In real-world office monitoring applications, several interesting events emerge due to the
environmental dynamics. The occurrence of such events is exploited to reconfigure the
network in the light of LP. For instance, the mobility of a MSN is highly affected by a
person’s status: Detecting the person is “stationary” or “walking”, thus, triggers a set
of re-configurations. During the “walking” state, the RSS is more frequently detected
based on the connectivity between the SSNs and the MSN. In this case, duty cycle f
and the sampling rate rs of the transceiver need to be set at a higher level. Moreover,
the interference is waving when a person is walking. Thus, the transmission power Ttx
should also be modified to overcome the imposed interference. The patterns of day and
night are also of interest to our self-adaptation mechanism. The hallway in an office
building, for example, has mostly low traffic at night. Less data has to be reported
to the sink node during the night time. Accordingly, specific configurations could be
customized to improve other performance metrics and save energy. In the next section,
we discuss reasoning engines for modulating QoS metrics.
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5.4.4.2. Reasoning Engine

According to the MAPE framework, the collected context information has to be pro-
cessed to discover interesting events. In addition, reactions have to be generated in the
light of these detected events. A prior knowledge of the application scenario leads to
the definition of a set of possible events. Hence, reactions can be earmarked even before
deployment such as the technique presented by [SVNSO+11]. Nevertheless, environ-
mental dynamics typically result in unexpected events that could also be exploited.
Consequently, a “good” reasoning engine should make use of nearly any interesting
event. Examples of such engines are the Constraint-Satisfaction Problem [GRF+12],
MDP [MGR09], Fuzzy inference [MPH07], and Event Condition Action (ECA) rules
[ST09]. We use ECA rules to reconfigure the nodes, since such rules are simple and
have low computational overheads. Formerly, ECA rules are used in active database
systems [ST09]. Afterwards, they have been widely utilized as a flexible strategy to
support management, reconfiguration and execution of reasoning rules.
Basically, ECA rules comprise three parts as follows. First, the event part specifies

the signal that triggers the invocation of the rule. Second, the condition part is a logical
test that, if evaluating to be true, then it causes the action to be executed. Finally, the
action part is a function or a procedure that can be called by the condition evaluator.
Handling various QoS metrics demands the modulation of manifold low-level parameters.
Hence, an ECA rule has to execute multiple actions per single condition. In the next
section, we introduce the performance evaluation through a comparative study among
LP, unplanned adaptation, and lifetime maximization strategies.

5.5. Performance Evaluation

An experimental study on the office monitoring scenario has been performed to evaluate
the proposed LP. The goal of LP is to improve the QoS of the network with adequate
network lifetime. Therefore, a proactive adaptation mechanism based on the MAPE
framework has been adopted. To fulfill this goal, we focus on answering the following
three research questions: (i) Does LP improve the QoS metrics compared to static
heuristics and unplanned adaptation? (ii) Does the actual network lifetime meet the
application requirement? and (iii) Are the QoS metrics confined within boundaries
throughout the entire lifetime?
As aforementioned, a scenario of office monitoring is engineered for evaluation pur-

poses. The inherent dynamics in such a scenario are to be exploited to show the effect of
planning the QoS levels throughout the entire lifetime. The simulator runs on a virtual
machine with a 2.5 GHz processor and 8 GB RAM using an Ubuntu OS. Figure 5.6
shows the layout of the proposed office monitoring scenario. A mobile node broadcast
its current coordinates to the neighboring nodes while moving from the right side to the
left. As long as a cluster child node receives a packet, it forwards the packet to a so-call
cluster head. The cluster head then delivers the packet to the sink via multiple hops. In
this case, the simulation provides an application that tracks a moving object in an office
monitoring scenario.
For a comparative analysis, we contrast LP to two different strategies, namely lifetime

maximization and unplanned adaptation. The former strategy represents a fixed strat-
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Figure 5.6.: An office monitoring scenario implemented in the Cooja simulator.

egy in which the controllable parameters P are assigned to the minimum values. The
latter strategy — inspired from [SVNSO+11] — exploits the environmental dynamics
in a proactive manner in order to optimize system performance. Next, we discuss the
implementation details of LP and of the unplanned adaptation strategy.

5.5.1. Unplanned Adaptation

Steine et al. [SVNSO+11] introduce an adaptation method by exploiting design-time
knowledge of the application scenario dynamics. At design-time, operation modes are
defined, as well as the controllable parameters of the network stack. In this case, the
parameters are adapted in response to the expected events. Such an approach is only
dealing with a limited set of events. Thus, we refine the possible events and their
corresponding conditions. The adaptation framework, designed in [SVNSO+11], is not
planned in terms of relevant QoS metrics. Hence, invoking the unplanned adaptation
for the comparative study is able to clarify the advantages of our proposed approach.

5.5.2. Lifetime Planning

In this section, we detail LP in the simulated office monitoring scenario.
Algorithm 3 introduces the major details of applying LP in a sensor node. At design-

time, lower and upper boundaries of QoS are estimated in the light of the expected
task lifetime Ltask and the initial energy budget E0. Besides, the lower boundary is
adjusted to the user requirements, if existing. Otherwise, it is assigned to the average
QoS of the lifetime maximization. For the upper boundary, a set of mapping functions
— extrapolated from the analytical model and simulations — determines the boundary,
as stated in line 3. Considering only the analytical model is not practical due to the
run-time data loss in the upper layers such as transmission collisions and failures to
acknowledge packet reception. Moreover, the probabilities of a busy medium (busy
CCAs lead to back-offs in the time domain) have to be used during the performance
evaluation. We simulate the network in Cooja for each sensor node, depicted in lines 1-4
in Algorithm 3.
During run-time, ECA rules are continuously evaluated based on the environmental

changes. Specifically, four rules have been designed in the light of the criteria listed in
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Algorithm 3 Lifetime planning algorithm
Require: task lifetime Ltask, energy budget E0, user requirement {Rmin, Dmax, Pmax}

/* Design-time estimation of the upper QoS boundary */
1: for 0 ≤ i < (M− 1) do
2: for 0 ≤ j < ((N/M)− 1) do
3: P ← f(E0, Ltask) where P = {rs, f, Ptx}
4: determine R(sij), D(sij), P(sij)
5: end for
6: end for

/* Run-time processing */
7: monitor QoSinstantenous = R, D, P ∀ sij ∈ S
8: if an ECA rule is fired then
9: update the parameters P . mathematical model
10: end if
11: if (head Chi == 0) then . Chi rejects the plan
12: go to line 8
13: else
14: execute the update
15: go to line 7
16: end if

Table 5.3. Two of them monitor the environmental events. The other rules confine the
QoS metrics in their boundaries. Finally, the algorithm introduces a simple protocol
between a child node and its cluster head for approving the system updates.
Besides, Table 5.3 summarizes the operational mode and all possible scenarios for

lifetime maximization, unplanned adaptation, and LP, respectively. In fact, adapting
general criteria — such as the traffic size and the speed of mobile nodes — mostly covers
all possible events in office monitoring scenario. The settings are classified in the light
of a mobile node’s state i.e., mobile or stationary. The former has been classified in
accordance with the speed and the number of mobile nodes. Thus, four cases emerge by
considering only two linguistic variables low and high, as expressed in the table. Each
strategy has different values of the transmission power Ptx and the channel check rate rc,
an indirect indicator of the duty cycle. For unplanned adaptation, the values indicated
in the table are selected to reduce the power consumption, as proposed in [SVNSO+11].
Alternatively, the values for LP are derived based on the required lifetime Ltask via
the mapping functions. Below, we discuss the obtained results in the context of the
aforementioned research questions.

5.5.2.1. Evaluating the QoS metrics

In this section, we examine the impact of applying LP, unplanned adaptation, and life-
time maximization on the QoS metrics. Figure 5.7 and Figure 5.8 show a comparison
between the three strategies in terms of the average PDR — representing a realistic
measure of the reliability R — and the average delay D in several milliseconds. The
horizontal axes gives the ID number of children according to Figure 5.6. In these exper-
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Table 5.3.: Mode selection for office monitoring scenario.
Parameters Configurations
Mode of MSNs Mobile Stationary
Mode of SSNs Stationary Stationary

Scenario Settings Traffic Low Low High High – –
Speed Low High Low High Low High

Number of MSNs 1 1 4 4 1 4
Moving Speed (m/s) 0.5 1 0.5 1 – –

Lifetime Maximization Ptx (dBm) -7 -7 -7 -7 -7 -7
rc (Hz) 8 8 8 8 8 8

Unplanned Adaptation Ptx (dBm) -7 -7 -7 -3 -7 -7
rc (Hz) 8 16 16 64 8 16

Lifetime Planning Ptx (dBm) -7 -3 -3 0 -7 -3
rc (Hz) 8 32 64 64 32 32

iments, we focus on the communication link between cluster heads and their children.
Accordingly, QoS values of the sink and the cluster heads (node 1, 4, 8, and 12) have
been eliminated from the figures.
As expected, LP achieves a higher reliability and a shorter latency than the other

approaches, as can be seen in Figure 5.7 and Figure 5.8, respectively.
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Figure 5.7.: Impacts of three strategies on the average PDRs for the office monitoring
scenario.

Particularly, LP achieves an approximately 9.6% higher reliability than unplanned
adaptation and a 20% higher reliability than lifetime maximization. Similarly, LP gets
about 53% less delay than unplanned adaptation and 78% less delay than lifetime maxi-
mization. This excel is reasonable due to spending more energy in case of LP. However,
we still need to double-check the impact of such improvements on the lifetime.
Figure 5.9 delineates the lifetime of cluster heads and children for all strategies. The
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Figure 5.8.: Impacts of three strategies on the average delay for the office monitoring
scenario.

average actual lifetime in case of LP is about 40% less than the one of unplanned adap-
tation, and 50% less than the one of lifetime maximization. Nevertheless, the obtained
network lifetime (approximately 100 days) achieves the task lifetime used for estimating
the QoS boundaries. Hence, we can conclude that LP (i) manages to improve the QoS
metrics (i.e., reliability and latency), (ii) avoids any adaptation conflicts, and (iii) meets
the expected task lifetime.

2 3 5 6 7 9 10 11
Node index

0

50

100

150

200

250

Av
er

ag
e 

lif
et

im
e 

(d
ay

s)

Lifetime Planning
Unplanned Adaptation
Lifetime Maximization

Figure 5.9.: Impacts on the lifetime for the office monitoring scenario.
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5.5.2.2. Evaluating the QoS boundaries

Finally, we need to indicate how the expected lifetime is met. In this section, the average
reliability and the average delay are examined for node 6 during several runs over the
various scenarios. As it can be seen in Figures 5.10(a) and 5.10(b), the QoS boundaries
are colored in gray and marked with triangles. Obviously, both strategies have the same
behavior, but they reside at different levels. For the PDR, the LP (in blue) values are
confined between the two gray thresholds, as shown in Figure 5.10(a). Alternatively,
unplanned adaptation (in red) is reduced without any restrictions to reduce the energy
consumption. Figure 5.10(b) shows a similar behavior for the delay metrics.
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Figure 5.10.: Average end-to-end metrics in cases of LP and unplanned adaptation in
terms of various scenarios.

5.6. Conclusion

Upcoming applications require WSNs to meet application-specific performance targets
such as high reliability, low latency, and high throughput. In this chapter, we propose
an application-oriented strategy to handle the self-adaptation of QoS metrics in WSNs,
referred to as LP. Different from conventional QoS management designs, LP improves
QoS metrics by exploiting an additional amount of energy. Such energy is gained from
limiting the lifetime to the time required to fulfill the task. Based on a validated analyt-
ical model, we show that LP is able to avoid possible conflicts among the QoS metrics.
Furthermore, an office monitoring scenario is engineered and used to examine the pro-
posed strategy. The simulation results show that LP highly improves the reliability and
lowers the latency. This profit comes at the expense of reducing the lifetime of a WSN.
However, the shortened lifetime is still long enough to complete the assigned application
tasks.
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This chapter concludes the thesis. It gives a summary of the presented work in Sec-
tion 6.1 and a number of future prospects in Section 6.2.

6.1. Conclusions

The advancements in wireless technology and MEMS have enabled the boosting progress
of WSNs, that in turn have fostered the emergence of a plethora of WSN-based applica-
tions in various fields such as agriculture, healthcare, industry, transportation systems,
to name but a few. However, due to the constraint resource of battery-powered sensors,
unreliable communication medium, and other limitations, these applications are still
facing major QoS provision issues that prevent their widespread endorsements.
In this thesis, we concentrated to overcome the challenges through a number of research

contributions provided in this thesis. Based on the WSN protocol stack, we began
with the network and MAC layers: We proposed a multichannel opportunistic routing
approach (MOR) so as to further improve the reliability again the adverse CTI, as well
as to keep a high reliability, a low latency and a high energy efficiency. We evaluated
MOR through extensive experiments to reveal the advantages (and also trade-offs) of
the protocol especially in extreme adverse conditions.
Afterwards, covering MAC and physical layers, we proposed a machine learning-based

strategy (LiM) to lessen the data redundancy in flooding. We modeled the data redun-
dancy problem as a multi-armed bandit optimization problem and then, we exploited
the Exp3 to overcome the optimization problem. To the best of our knowledge, we were
the first to combine light-weight machine learning together with concurrent transmission
in WSNs.
Subsequently, we introduced a physical- and MAC- layer communication scheme (PiP)

in order to realize the packet concatenation in the air. We used so-called PA operations
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to control the packets in a packet to reduce the conflicts of the medium usage. We
showed that PiP is able to significantly decrease data collection time while maintaining
a high reliability and a high energy efficiency.
At last, we introduced an application-oriented adaptation strategy (LP) to relax the

QoS contradiction and meanwhile to achieve a best-effort performance, which directly
connects MAC layer to application layer. To realize this, we introduced an analytical
model together with a so-called MAPE model for run-time adaptations in LP. Experi-
ments showed that LP is able to satisfy the user requirement of sufficient lifetime while
maintaining a high reliability and a high energy efficiency.
To sum up, all the protocols and algorithms discussed in this thesis provide approaches

to improve, optimize, and analyze the QoS for WSNs. Compared with the existing state-
of-the-art in the literature, the proposed protocols and algorithms substantially make
efforts on the end-to-end QoS enhancement in WSNs, namely reliability, timeliness, and
energy efficiency. We not only developed new models, communication protocols, and
distributed algorithms to improve the end-to-end QoS of WSNs, but also implemented
all our approaches based on the IEEE 802.15.4 standard [ISA11], TelosB sky mote (hard-
ware), and Contiki OS (software). That is to say, we designed and developed the software
for TeloB sensor node running in the Contiki OS. This enables us to study theWSN topics
in a more realistic way — practically in real-world WSN-based applications. Moreover,
for all proposed protocols, we evaluated their performances through extensive numerical
real-world experiments in the FlockLab testbed [LFZ+13b] and through simulations by
Cooja [ÖDE+06] in Contiki OS.

Generally, the guarantee and optimization of QoS are the key to the adoption of WSNs
in real-world applications so as to accomplish IoT and CPS in Industry 4.0. Specifically,
the main goals of the thesis are to (i) propose and implement novel communication
algorithms and protocols to optimize multi-objective QoS in multihop low-power WSNs;
(ii) validate and evaluate the effectiveness of the proposed algorithms and protocols
in terms of several key QoS metrics, i.e., reliability, timeliness, and energy efficiency,
through simulations and real-world experiments; and (iii) compare the performance of
solutions to the existing state-of-the-art solutions and then analyze performance based
on the QoS trade-offs.
In conclusion, this thesis explains that opportunistic routing, machine learning, con-

current transmission, and application adaptation provide enabling technologies for the
purpose of accomplishing the main goals: MOR (Chapter 2) provides a dependable
solution for WSNs against interference in real world; LiM (Chapter 3) exploits a re-
inforcement learning algorithm to improve the energy efficiency of WSNs, especially
for data dissemination in WSN applications; By actively manipulating of concurrent
transmissions, PiP (Chapter 4) aims to enhance the timeliness for mission-critical data
collection in WSN applications; LP (Chapter 5) designs a dynamical tuning strategy
between MAC layer and application layer so as to achieve the target lifetime of a WSN.
Additionally, the evaluations based on real-world testbeds as well as simulations vali-
date the excellent performances and anticipate a bright future for the full endorsement of
WSNs. Moreover, the performance comparisons between the proposed solutions and ex-
isting state-of-the-art, as well as the QoS trade-off analysis, provide a number of valuable
research insights of WSNs towards IoT and CPS in realization of Industry 4.0.
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6.2. Outlook

The end-to-end communication performance is a key point that matters a lot for many
real-world low-power wireless applications, ranging from data collection to other CPS
scenarios. Existing WSN research tends to focus on protocol design for specific appli-
cations. However, many WSNs simultaneously need to share a common communica-
tion infrastructure for various applications, e.g., data collection and data dissemination.
Thereby, WSN protocols are required to support heterogeneous applications.
Regarding the proposed protocols and algorithms of this thesis, as future work, we

envisage to consider wrapping up the proposed strategies as a generic cross-layer so-
lution aiming at various QoS trade-offs. Correspondingly, the generic protocol can be
adjusted to the specific application by the users to fast-boost the design and develop-
ment. For instance, the protocol is able to dynamically handle different application
scenarios in WSNs, such as one-to-many, many-to-one, one-to-one and many-to-many
scenarios, similar to LWB [FZMT12] and ORPL [DLV13].
Additionally, in the future, we plan to extend LiM to the frequency domain, i.e.,

adding a channel hopping strategy provided by MOR, so as to enhance the dependability
against the uncertain interference in real-world scenarios. Besides, we are also interested
in applying PiP in the next EWSN Dependability Competition in order to evaluate the
performance in a much larger WSN testbed — D-Cube [SBWR17].
Moreover, as one of the most critical QoS metrics, security in WSNs is a must to be

contemplated for the fulfillment of the real-world IoT within Industry 4.0. This is a
great challenge that requires numerous efforts for the communities that are working and
contributing in wireless technologies, standards, and network security.
Last but not least, in general, we also believe a number of novel approaches — such

as artificial intelligence [RN16], bio-mimic optimization strategies [ARAI13], machine
learning algorithms [ALNT14], and battery-less wireless communication (e.g., Radio
Frequency Identification (RFID) and ambient backscatter [LPT+13]) — can be further
employed together with WSNs, Thereby, contributing to pushing forward smart and
efficient IoT and CPS in Industry 4.0.
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A
Competition: Using Enhanced

OF∂COIN to Monitor Multiple
Concurrent Events under Adverse

Conditions

Monitoring various states of multiple nodes reliably and timely in narrow-band and
power-constrained wireless sensor network is extremely challenging, not to mention in ex-
istence of interference. An enhanced Oriented Flooding protocol with Partial COnstruc-
tive INterference (eOF∂COIN ) [MZT+18] is proposed to collect the states of sources
via many-to-many communication. Basically, eOF∂COIN is based on two phenom-
ena, i.e., constructive interference and the capture effect. To boost the dependability
against interference, eOF∂COIN further exploits a channel-hopping scheme. Further-
more, eOF∂COIN maintains a light-weight topology model to achieve oriented many-to-
many communication.

A.1. Introduction

Data packets can be received correctly by a commercial IEEE 802.15.4 device, if the
wireless signal (i) is stronger than noise, or (ii) is diverse from noise in the domain of
time or frequency. In terms of the time domain, transmitting messages when the channel
becomes clear is intuitive. It is easy to be implemented via low-power medium access
control (MAC) mechanisms with clear channel assessment (CCA) such as ContikiMAC
[Dun11]. However, it might not be the best choice since distinguishing a wireless signal
from noise is quite challenging for CCA. Moreover, differentiating a signal from noise
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in the time domain, e.g, wait-and-transmit, introduces latency as most of unknown
interference is stochastic. Therefore, our enhanced Oriented Flooding protocol with
Partial COnstructive INterference (eOF∂COIN) wakes up all devices globally without
CCA and makes the signal as strong as possible (using constructive interference) in
different channels (using a frequency hopping mechanism) to avoid the noise. In the given
scenario, which is more complicated than the scenario of last year, multiple sources need
to be monitored and the data should be reported to several destinations in real-time.
The observed 8th pin of each source is required to be ORed together in every destination,
i.e. many-to-many communication. The states of other pins are sent to the designated
destination hop-by-hop, i.e. in one-to-one communication. However, it is necessary
that the one-to-one message is replicated on other routes in the network to achieve
reliability in spite of consuming more energy such as opportunistic routing [LGDJ12],
MOR [ZLT17]. Therefore, eOF∂COIN, a many-to-many scheme, is applicable in this
scenario to achieve high reliability and low latency.

A.2. Enhanced OF∂COIN

A.2.1. Oriented Flooding

An off-the-shelf IEEE 802.15.4 transceiver can be triggered to start recording the wire-
less signal when the preamble is strong enough and the rate of successful reception can
be increased [FZTS11,KW16]. OF∂COIN [MTH+17] is an approach which affords feed-
back. That is, different information which is located at the end of the packet can be
transmitted via the capture effect after the constructively interfered identical informa-
tion. The feedback including the rank of the receiver, which represents how far it is from
the given node, allows the flooding to be oriented. If the given node is the destination
node, then it can make messages propagate in the right direction as shown in Figure A.1.
Nodes decide whether it is in the yellow area in Figure A.1 by calculating the ranks to

the source and the destination. Gray nodes outside the yellow area will not participate
in the communication and sleep. Green nodes on the routes, i.e., inside the yellow
area, turn off the radio immediately to save energy once having successfully forwarded
the received messages. In this scenario, nodes in colorful blocks relay messages and
others sleep as shown in Figure A.2. eOF∂COIN reserves the oriented flooding from
the original protocol. Besides, it is improved with respect to many-to-many mechanism,
message synchronization, frequency hopping and network scalability.

A.2.2. Many-to-many Mechanism

As mentioned above, we need to add the many-to-many characteristic to the original
OF∂COIN protocol. Each source fills its states of pins in the private information field
(shown in Figure A.3) to inject its own information to the network. The lengths of the
public information and private information are to be determined by the overall number
of sources. Relay nodes mix their private information field to the common information
field. All nodes, i.e., sources, relays, and destinations, fill their own rank in the topology
information field that are calculated during the set-up phase. The identical part and the
different part of one packet could be checked separately.

114



A.2. Enhanced OF∂COIN

D

8

5

S

1

9

10 11

18

1719

20

21

12

22

23

24

25 26

27

28

30

31

Data Flow

Source nodesS

D

Active Relay NodesR

R

Destination nodes

Silent Relay Nodes

Rank 0

Rank 1

Rank 2

Rank 3

Rank 0

Rank 1

Rank 2

Rank 3

Figure A.1.: Oriented flooding.

D1

D2

8

6

3

5

S2

2

7
1

4 S1

9

10 11

12
13

14

15
16

18

1719

20

21

12

22

23

24

25 26

27

28

29
30

31

32

33

34

33

35

36

Source nodesS

D

Active Relay NodesR

R

Destination nodes

Silent Relay Nodes

Figure A.2.: Oriented flooding using multiple sources and destinations.

Preamble 
Sequence

Start of 
Frame 

Delimiter

Frame 
Length

Public 
Information

Identical 
Part 

Checksum

Private 
Information

Topology 
Information

Different 
Part 

Checksum

Footer
/CRC

Identical Part Different Part

Octets:

4 1 TBD TBD 11 1 1 2

Figure A.3.: Frame structure of eOF∂COIN.

115



A. Competition: Using eOF∂COIN to Monitor Multiple Concurrent Events

A.2.3. Message Synchronization

Since the states of 8th pin on the sources are required to be ORed in all destinations, all
the messages in the network should be highly synchronized, as depicted in Figure A.4.
Packet loss, latency, or jitters in the network could lead to asynchronous messages, which
can induce errors. Every sample of sources is marked and related with each other. The
OR operation is not executed if the 8th pins of other sources are out of date.

8th pin in Source 1

8th pin in Source 2

Correct result in Destination

False result in Destination

Figure A.4.: ORed messages are required to be synchronized in the network.

A.2.4. Hopping More in Frequency

The hopping frequency sequence in the original OF∂COIN protocol is only of length
three. Although three channels are well selected so that they can hardly be interfered at
one same moment, the performance is still affected when the noise reaches the strongest
level, according to our experience from the last year. We intend to extend the sequence
appropriately to ensure the reliability during strong interference. The timing is similar
to the one used in the original protocol [MTH+17].

A.2.5. Scalability

As mentioned in [NPPS+15] and [WHM+13], concurrent transmission in large-scale and
dense networks induces failed reception. In order to avoid false-positive cases as they
have occurred last year, we adopt additional methods, such as transmitting power control
to limit the density of concurrent transmission in the network.

A.3. Result

In the EWSN 2018 Dependability Competition1, at the end, we achieved the third place2

among all teams from academia and industry.

1https://ewsn2018.networks.imdea.org/competition-program.html
2https://iti-testbed.tugraz.at/blog/page/11/ewsn-18-dependability-competition-final-results/
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B
Competition: Using DeCoT+ to
Collect Data under Interference

Toward the scenario of data collection in EWSN 2019 Dependability Competition,
we base our design on the efficient concurrent transmission. Moreover, there are two
critical mechanisms to guarantee the dependability of the protocol, i.e., the channel-
hopping and the network initiation. The Dependable Concurrent Transmission-based
protocol (DeCoT) [MZL+18] performs effectively in the past competitions where an event
was represented as a short payload. Variable lengths of payloads and dynamic traffic
loads are new challenges appearing in the EWSN 2019 Dependability Competition. A
Consistency Strategy and a Network Coding (ConNec) are functional to overcome the
challenges. Therefore, we propose DeCoT+ [MZL+19], DeCoT with ConNeC, that ought
to work effectively in a dynamic (heavy or light) traffic loads under interference. Besides,
the network coding strategy could improve the reliability of the network, where nodes
communicate with long packets, e.g., 64 bytes.

B.1. Introduction

In 2017, we proposed OF∂COIN [MTH+17] based on the concurrent transmission (CT)
to propagate simple events from one source to one destination dependably under interfer-
ence. In 2018, an enhanced OF∂COIN (eOF∂COIN) [MZT+18], supporting many-to-all
communications, was proposed to monitor multiple concurrent events under adverse con-
ditions. Both protocols achieved high reliability under interference. Specifically, Scan-
and-Lock mechanism, a continuous transmission with channel hopping mechanism pro-
posed in OF∂COIN [MTH+17] and eOF∂COIN [MZT+18], maintains usable links under
interference. By using Force-Initiated mechanism, not only the host but also the synchro-
nization agents are able to initiate the network, which is quite different from the mech-
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anisms in most current CT-based protocols. It was applied in eOF∂COIN [MZT+18]
to decentralize the network, thereby improving reliability. We name the CT-based pro-
tocol with the Scan-and-Lock mechanism and the Force-Initiated mechanism as De-
CoT [MZL+18]. Each event in these scenarios of previous competitions can be described
with ONE bit. That is to say, the payload is so tiny that we can repeat the payload
continuously to guarantee a high reliability. As presented in [MZT+18], putting all the
events from different sources into one packet does not drastically lengthen the payload.
However, the scenario of this year is more challenging. An event could be several bytes
rather than one bit. That means simple repetitions of an event in the network is not
feasible and energy-efficient since each event can not be represented as ONE bit any
more. The traffic would be more dynamic, i.e., the period between two events would be
either 1 s or 30 s. To this end, we propose DeCoT+, which combines DeCoT with a
Consistency Strategy and a Network Coding (ConNeC).

B.2. DeCoT+

DeCoT is based on CT and supports many-to-all communications. It exploits Scan-
and-Lock mechanism and Force-Initiated mechanism. On the fundamental of DeCoT,
DeCoT+ combines the consistency strategy with the network coding.

B.2.1. Consistency Strategy

Considering such a scenario with eight sources, each source has 4-byte packets to trans-
mit. That is to say, a direct concatenation of these packets requires at least a payload
of 32 bytes, if there is no data compression used. Even worse, some source nodes prob-
ably have 64-byte packets to transmit at the same time. It is impossible to put all the
packets into one payload due to the limitation of the maximum length of the payload
in IEEE 802.15.4 standard. Therefore, we need a consistency strategy that all nodes in
the network agree in advance and abide by. The goal of the consistency strategy is to
let the information, which is unknown to the sink, to be flooded to the sink as soon as
possible. In a CT period, both node A and node B have packets to send at the same
moment. According to the consistency strategy, packets from node A always have a
higher priority. Therefore, the payload would be filled with the packet from node A.
Eventually, in this period the packet from node A is forwarded by relays and received
by the sink. The packet from node B would be scheduled to be forwarded in the follow-
ing period. However, the specific consistency strategy can be optimized according to a
concrete application scenario and benchmarks of the protocol.

B.2.2. Network Coding

Assuming that we put a 64-byte payload in one packet of IEEE 802.15.4, i.e., to send
a long packet directly rather than to split it into multiple small packets, all the nodes
need to forward this long packet in one single period. That means, the period would
have to be long. The sink needs to wait for a relative longer period of time, e.g.,
another period, if the long payload is not received successfully in the current period.
Then, the latency would increase in this case. Consequently, we decide to divide a long
packet into several small blocks to deliver. Some approaches are based on a handshaking
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mechanism, e.g., Crystal [IMPR16, ITMP18], work well when the handshaking packet
can be received, such as an acknowledgment packet. However, this mechanism is not
dependable enough under harsh interference. Therefore, relying on an ACK might not
be reliable under intensive interference. Compared to the handshaking mechanism, the
intra-session network coding is more reliable, because no handshaking packet is required
at all. In summary, we divide a long packet into several small blocks to deliver. Then we
apply an intra-session network coding, e.g., LT Codes [Lub02], to those blocks. The sink
can recover the long packet after a certain amount of coded blocks have been received.

B.2.3. Many-to-all Communication

Data collection is a many-to-one communication scenario. This does not mean that the
source in the network does not need to communicate with other sources. On the contrary,
one source is required to give away the opportunities to others if it has nothing to send.
One source can repeat a message for a number of times to guarantee the reliability
when others have nothing new to send. Thus, in this competition scenario (a many-
to-one scenario), we can not avoid many-to-all and many-to-many communications. As
mentioned above, DeCoT+ does not rely on ACK to ensure the high reliability. However,
the ACK from the sink to the others helps to optimize the allocation of the network
resources. That is, to make the allocation reasonably, DeCoT+ disseminates the ACKs
from the sink representing from which source the message has been received.

B.2.4. Node Failure

A dependable network should be able to recover from any failure states. If a network is
partitioned unexpectedly by interference, the traditional centralized CT protocols such
as Glossy [FZTS11], LWB [FZMT12], Crystal [IMPR16, ITMP18] and Chaos [LFZ13a]
can not even complete the initialization phase [MZL+18]. Generally, the host in these
protocols is the sink in the scenario of data collection. Packets from the sink in these
protocols can not reach all the nodes at all. That means these nodes consume energy
without any contribution until they are initialized, i.e., synchronized with the host. Relay
nodes, in the assumed scenario, may suffer a power failure at any time and reboot after
a random period of time. To let the rebooted nodes be initialized as fast as possible, the
Force-Initiated mechanism is used.

B.3. Result

We conducted extensive experiments in the first topology (layout 1). In all the scenarios
— even when the interference level is the most intensive — we can achieve a reliability
of more than 95%, with the payload of 64 bytes and the message generation period of
five seconds. A main lesson was learned in the preparation phase. A high reliability can
be achieved if dividing a long packet into several short blocks in the harsh interference
(level 3). However, the latency increases especially when the number of source nodes
increases. Therefore, the reliability and the latency needs to be balanced when the inter-
network coding is applied in our protocol. Finally, in the EWSN 2019 Dependability
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Competition1, we won the first place2 among all teams from both academia and industry.

1http://ewsn2019.thss.tsinghua.edu.cn/competition-scenario.html
2https://iti-testbed.tugraz.at/blog/page/21/ewsn-19-dependability-competition-final-results/
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