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In this contribution, we explore how governance structures and particular features of innovation 

ecosystems for healthcare technology can support trustworthiness. As a conceptual framework, 

we draw on the fundamental recognition that technology itself cannot be a proper addressee of 

trust. Rather, we invoke the notion of trustworthy technology (Rieder et al., 2020; Simon & 

Wong, 2020) in a derived sense, i.e., as referring to the trustworthiness of moral agents within 

socio-technical constellations responsible for the technological solutions of interest. This 

argument is based on accepting the merit of both the so-called rational-choice and motivation-

attributing accounts of trust (Nickel et al., 2010). The former entails that trusting can be rational, 

and hence indistinguishable from reliance, because solution providers deliver expected services 

reliably. The latter refers to trusting as genuine, as it also involves resigning control by 

attributing one’s motivation, and hence, goals, onto another entity.  

We argue that, especially within a healthcare setting, the motivation-attributing account of trust 

must be taken seriously. We develop this argument not just by focussing on the very immediate 

and morally highly significant application scenarios. In these, vulnerable patients and care 

receivers may potentially be facing dire situations, in which trust in caregivers and their utilized 

technologies is without alternative. Clearly, the gravity of such circumstances warrants 

preemptive means to ensure that reliance is justified. However, we extend our perspective 

toward the possibilities of value-sensitive designs that let innovators care for potential 

individual necessities and may lead to the development of innovations aimed at being malleable 

enough to accommodate the shared goals of the caregiver/-receiver pair, (cf. Bjerring & Busch, 

2021; Herzog, 2022). We contend that—while design goals such as safety, security, and other 

potential quantifiable criteria are amenable to reliability checks and, consequently, regulation—

value-sensitive innovation objectives relating to motivation attribution can probably only be 

encouraged by endorsing a culture of trustworthy technological innovation and implementing 

a corresponding facilitating and incentivizing infrastructure within the ecosystem. The 

relevance of the motivation attributing account of trust therefore underscores the need to look 

for the proper addressees of trust within socio-technical constellations, rather than the 

technologies themselves. 



Hence, our research is concerned with the specific collaborative and competitive modes, as well 

as governance structures that support the trustworthiness of—and, consequently, the formation 

of trust in—innovation ecosystems (cf. Stahl, 2021). We raise several propositions on how to 

support justifiable trustworthiness of a healthcare innovation ecosystem. We discuss the extent 

to which a healthcare innovation ecosystem thus equipped would be merely increasing the 

reliability of its solutions by checks and bounds that decrease the probability of misplaced 

reliance, or whether it is able to facilitate the formation of genuine and warranted trust 

relationships. After compiling a list of preliminary requirements for a healthcare innovation 

ecosystem, we describe the emergence of one particular medical AI ecosystem in Northern 

Germany and assess its compliance with and future ways of improving its functioning as a 

responsible AI ecosystem that promotes trustworthiness. The path taken—a platform-based 

ecosystem governance structure—also incorporates a responsible innovation platform that 

supports the uptake of ethical reflection through subsidiary, operative and strategic means. The 

example gives credibility to our claims but also shows that this work is only just beginning. We 

believe that the conceptual foundations we have provided here are a sound basis for more in-

depth studies of technology-driven healthcare ecosystems.  
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